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Abstract—The rapid expansion of 5G networks, coupled with
the emergence of 6G technology, has highlighted the critical
need for robust security measures to protect communication
infrastructures. A primary security concern in 5G core networks
is Distributed Denial of Service (DDoS) attacks, which target
the GTP protocol. Conventional methods for detecting these
attacks exhibit weaknesses and may struggle to effectively identify
novel and undiscovered attacks. In this paper, we proposed a
federated learning-based approach to detect DDoS attacks on
the GTP protocol within a 5G core network. The suggested
model leverages the collective intelligence of multiple devices
to efficiently and privately identify DDoS attacks. Additionally,
we have developed a 5G testbed architecture that simulates
a sophisticated public network, making it ideal for evaluating
Al-based security applications and testing the implementation
and deployment of the proposed model. The results of our
experiments demonstrate that the proposed unsupervised feder-
ated learning model effectively detects DDoS attacks on the 5G
network while preserving the privacy of individual network data.
This underscores the potential of federated learning in enhancing
the security of 5G networks and beyond.

I. INTRODUCTION

Anticipated advancements in the fifth (5G) and sixth (6G)
generations of mobile and communication networks are ex-
pected to yield significant improvements in speed, reliability,
and network capacity [1]. These communication networks rely
on connecting an immense number of devices and users, which
leaves them to a wide range of privacy and security concerns
that threaten the stability and trustworthiness of such networks
[2].

Significantly, retrofitting machine learning (ML) in cy-
bersecurity solutions has been highlighted as a critical re-
search challenge in the upcoming age of beyond 5G and
6G networks. To overcome this research obstacle, real-time
deep learning must be applied at the packet and byte levels.
This leap forward will catalyze the advancement of the next
generation of network-based intrusion detection (NIDS), host-
based intrusion detection (HIDS), and Security Orchestration,
Automation and Response (SOAR), resulting in the ability
to autonomously detect and respond to security incidents [3].
Furthermore, with reference to the newly proposed Service of
Services 6G Architecture [4], it is envisaged that these cyber
security tools will be seamlessly integrated into the fabric of

Ubiquitous Intelligence, creating a service that has the ability
to self-configure, self-heal, self-protect, and self-optimize.

Notably, Distributed Denial of Service (DDoS) attacks are
critical security issues targeting 5G networks. DDoS attacks
are acknowledged as one of the critical risks facing network
services due to their intimate, uncomplicated, and effective
qualities. The GPRS Tunneling Protocol (GTP) protocol,
which is extensively used in 5G networks, is a prime target
for DDoS since it performs essential tasks, including session
management and data transmission [5]. The severity of DDoS
attacks and the damage they could inflict by flooding 5G
networks, combined with their high level of automation
and coordination (i.e., using DDoS botnets), has increased
the need for reliable and efficient methods of detecting,
preventing and mitigating such attacks.

Machine learning-based intrusion detection systems (ML-
IDS) could play a substantial role in protecting large-scale
systems by accurately detecting intrusions and generalizing
this knowledge to recognize previously unseen threats
(i.e., zero-day attacks) [6]. However, traditional centralized
ML-based intrusion detection systems, which are frequently
deployed in data silos, encounter certain limitations in
detecting the latest security threats in fluid networks. These
limitations stem from inadequate data integration, limited
accessibility, and suboptimal data quality for training and
testing purposes. To address this issue, in this research, we
have tested a new IDS design that uses Federated Learning
(FL) to detect DDoS attacks across 5G core networks.
The FL models use the collaborative learning technique,
which enhances the performance of traditional centralized
ML models. This allows numerous devices, that might be
deployed in data or network silos, to collaboratively learn
a model without sharing the data, which helps to protect
security and privacy devices on a large scale. Below is a
summary of the main contributions.

« Introducing an unsupervised federated model approach
for detecting DDoS attacks targeting the GTP protocol in
5G core networks.



o Designing an internet/public-facing 5G network testbed
architecture.

o Simulating DDoS attacks in a realistic 5G core envi-
ronment and collecting data from the extracted features
within the network.

o Enhancing the evaluation of the model’s performance by
deploying it on the testbed and conducting experiments
using real-world datasets and scenarios.

In terms of organization, this paper is structured as follows:
Section II includes a review of the literature and findings from
previous studies employing various techniques. Section III
describes the process and development of the testbed, as well
as the collection of datasets used in the experiment. Section
IV introduces the unsupervised federated learning model for
detecting DDoS attacks. Section V demonstrates the experi-
mental setup and provides an analysis of the results obtained
using the developed method. Finally, Section VI presents our
summaries, conclusions, and suggestions for future work.

II. RELATED WORK

In recent years, security issues and vulnerabilities in 5G
networks have attracted significant attention. Previous research
has explored methods to improve the efficacy of anomaly
detection in 5G networks using a variety of approaches,
including centralized and federated learning. Therefore, this
section provides an overview of the progress made in 5G
network security as reported in recent literature.

Maimo et al. [7] proposed a 5G-focused architecture that
utilizes deep learning (DL) to identify cyber-attacks. The study
leverages the 5G network infrastructure, known as ETSI-
NFV. The authors used the botnet dataset CTU to study
5G anomaly detection and employed the Long Short-Term
Memory (LSTM) model as the DL technique. The outcomes
were satisfactory for classifying and evaluating traffic in
5G environments. Monge et al. [8] introduced a novel 5G
anomaly detection system called FlowSentinel. This method
was implemented on SELENET on an ETSI-NFV 5G network
ecosystem. In this study, the Machine learning model examines
the outgoing flows in a 5G environment to detect the charac-
teristics of malicious activity and devices conducting flooding-
based DDoS attacks. Initial reports on the results show that
DDoS activities were efficiently distinguished from regular
activities.

Polat et al. [9] presented an ML-based model to detect
DDoS attacks on 5G software-defined networks (SDN). The
study utilized a dataset that encompassed the specific at-
tributes from DDoS attacks and regular traffic in an SDN.
The authors compared the efficiency of four ML techniques:
Support Vector Machines (SVM), NB (Naive Bayes), ANN
(Artificial Neural Network), and KNN (K-Nearest Neighbors)
with feature selection. The testing findings demonstrated that
KNN with wrapper feature selection approach achieved the
best performance, with 98.3% accuracy. Li et al. [10] proposed
a novel intelligent Intrusion Detection System with enhanced
software-defined 5G architecture. The authors utilized KDD

TABLE I
THE LIST OF NOTATIONS IN THE PAPER
Notation Definition
AUSF Authe'ntlcatlon Server
Function
AMFE Access and Moblht‘y
Management Function
UPF User Plane Function
UDM Unified Data
Management
UDR Unified Data Repository
PCF Pohc){ and Charging
Function
SMF Sess19n Management
Function
RAN Radio Access Network
UE User Equipment

Cup 1999 and NSL-KDD datasets to test the system’s perfor-
mance. With balanced dataset training, the combination of the
K-means++ and Adaboost algorithms performed better than
other considered methods.

Accordingly, prior research indicates that machine learning
methods can be employed to address security concerns in
5G networks. However, the traditional ML methods suffer
from certain shortcomings, which can cause issues in detecting
different types of attacks on a large scale. As a solution, it is
suggested to adopt distributed learning methods such as the FLL
framework, which can perform better than centralized models
in detecting DDoS attacks in 5G networks. Consequently, in
this study, we proposed an unsupervised FL model to detect
DDoS attacks in 5G core networks. The proposed model holds
great promise for deployment and usage in protecting large-
scale 5G network infrastructure against various threats.

III. METHODOLOGY
A. Notations

Various notations will be used to represent different con-
cepts and variables throughout the paper. Table I reports
a summary of these notations along with their respective
definitions.

B. The 5G testbed

To establish a modern distributed cyber range and evaluate
the real-world deployment of the federated learning model
within a highly realistic 5G network environment, we designed
and built 5G networks using Open5GS and UERANSIM.
The 5G networks implemented in this study virtualize the
5G core network, providing the necessary infrastructure for
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Fig. 1. The proposed model development and deployment architecture.

deploying the proposed model, simulating attack scenarios,
and collecting the GTP packets. The architecture of the 5G
networks used in the study is shown in Figure 1.

C. GPRS Tunneling Protocol

GPRS Tunneling Protocol (GTP) is a communication pro-
tocol for transmitting network data in mobile networks using
IP [11]. In a mobile network, a GTP tunnel is constructed
and established to deliver the data between the mobile client
and the Internet. The packets generated by the client are
encapsulated in the GTP-U (GTP User Plane) header by the
gNB and transmitted to UPF through a GTP tunnel [12]. The
G-protocol data unit (G-PDU) is composed of the encapsulated
packet and the GTP-U header [13]. When packets are received,
the system determines the optimal route to the Internet by
comparing the destination IP address with the entries in the
routing table. The architecture of the 5G system utilized in
this study is depicted in Figure 2.

D. Attack scenarios simulation

DDoS attacks can significantly affect the security and relia-
bility of 5G services [14]. For each 5G core network, we used
three nodes to simulate realistic DDoS attacks. As shown in
Figure 1, to build the federated model, each 5G has three base
stations, and User Equipment (UE) are connected to the 5G
core through these base stations. Three malicious nodes, each
connected to a different gNB, are constructed for each 5G core
in order to automate DDoS attacks on the network. Malicious
node groups automatically launch the two most destructive

Dos attacks, SYN flood and UDP flood, against the 5G core
network.

SYN flood: A SYN flood, which is frequently produced by
botnets, is made to overuse the target server’s resources, such
as the firewall or other perimeter security components [15]. It
sends SYN packets at high rates to exceed service capacity
limitations and bring them down. The first group of malicious
nodes in the scenario launches this attack on the first 5G core
network.

UDP Flood: A UDP flood attack occurs when an attacker
exploits a large variety of source IPs to simultaneously trans-
mit small, fake UDP packets to multiple ports on the targeted
system [16]. As a result, the system’s vital resources are
getting used up and overloaded with high rates of incoming
UDP packets. UDP attacks frequently do not follow a constant
pattern, making them challenging to detect and stop. In the
implemented scenario, the second group of malicious nodes
launches this attack on the second 5G core network.

E. Feature extraction

The feature extraction process starts by collecting the GTP
packets on the 5G core under the developed 5G network
testbed described in the previous subsection. The collected
GTP packet features are extracted using Tshark. The extracted
features from packets are labeled and converted to the CSV
format. The packets have various features, and not all features
have a high correlation in detecting malicious activity in the
network. Therefore, based on prior similar experiments [6],
we conducted a comprehensive analysis to determine the most
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Fig. 2. The developed 5G network architecture.

efficient set of features that would improve the performance
and reduce the processing time. The extracted features belong
to different protocols, including GTP-U, TCP, and UDP. The
list of extracted features is reported in Table II.

F. Data collection and Pre-processing

The extracted features were stored in CSV files and prepared
for use in the proposed model. In this study, we used two 5G
cores in the designed 5G testbed environment. Therefore, we
split the collected data for each core. The DDoS data collected
for SYN flood are used in the model deployed on the first 5G
core, while the UDP flood dataset are prepared to be used on
the second 5G core. However, the performance of the federated
model was evaluated using test data that uses both types of
DDoS attacks on 5G cores. The summarized information of
the collected data is reported in Table III.

IV. PROPOSED MODEL

Federated Learning (FL) is a burgeoning learning scheme
based on collaboratively decentralized technology, desiring
to tackle data sensibility and data silos problems [17]. It

TABLE II
LIST OF EXTRACTED FEATURES FROM THE NETWORK

Feature name Feature name

ip.len frame.time_relative
ip.flags.df frame.time_delta
ip.flags.mf tcp.time_relative
tcp.port tcp.time_delta
tcp.window_size gtp.ext_hdr
tcp.ack_raw gtp.ext_hdr.length
ip.fragment.count gtp.ext_hdr. pdu_type
ip.ttl gtp.ext_hdr.pdu
ip.proto gos_flow_id
tep.ack pdu_ses_cont.ppp
tcp.seq gtp.ext_hdr.pdu
tcp.len gtp.flags
tcp.stream gtp.flags.e
tcp.urgent_pointer gtp.flags.payload
tep.flags gtp.flags.pn
tcp.analysis.ack_rtt gtp.flags.reserved
tcp.segments gtp.flags.s
tcp.reassembled.length  gtp.flags.version
http.request gtp.length
udp.port gtp.message
udp.length gtp.teid

TABLE IIT

CLASS DISTRIBUTION IN THE NETWORK TRAFFIC DATASET

Class
Benign
SYN flood
UDP flood
Total records

Records
14932
10000
10000
34932

coordinated numerous clients (such as edge devices, organiza-
tions, and institutions) using one or multiple central servers in
decentralized ML settings [18]. The global model aggregates
clients’ model parameters and transmits the updated model
between the FL server and the distributed FL clients to attain
an optimal level of accuracy. Tensorflow Keras library creates
the proposed FL framework and develops and trains ML
models on the client 5G cores. We utilized the Federated
Averaging technique (FedAvg) for the server-side aggregation
process.

In the proposed method, we take advantage of Autoencoder,
which is an unsupervised machine learning (ML) model for
detecting DDoS attacks. Autoencoder is frequently utilized to



extract features and reduce the dimension in high-dimensional
data. The encoding and decoding are used to train the autoen-
coder network. While the decoder recovers compacted low-
dimensional content to rebuild the output, the encoder often
compresses the input into a latent-space representation. An
unsupervised autoencoder is good choice for DDOS detection
since it does not require labeled data for training and can
successfully capture the underlying patterns and structures
of network communication data. This is crucial for DDOS
detection because labeled data might not always be accessible
or might be expensive to collect. The model integrates an
unsupervised autoencoder as a part of the federated learning
architecture, allowing the model to be trained distributed
across various clients while maintaining the confidentiality of
the data. The autoencoder is distributed to each client and the
server, and a federated technique is used to train the model.
Each client uses its individual data to train the autoencoder,
and it regularly communicates with the global server to update
the overall model weights and parameters. After collecting the
client updates, the server broadcasts the updated global model
to the clients for more training. The model training process
repeated until it converges to the best level of accuracy. The
structure of the proposed FL model is shown in Figure 3.

The suggested model contains a number of processes, which
are shown in Figure 1. In the first, the client models deployed
on each 5G core are trained locally on their train dataset. Then,
the weights and parameters are sent to the global model, which
is deployed in the cloud for aggregation. Finally, the global
model aggregates clients’ weights and parameters on the server
and updates the local models.

V. EXPERIMENT AND RESULTS ANALYSIS

This section outlines the experimental setup and analyzes
the test results using the proposed approach. It covers the
process of the experiment, including its setup, performance
metrics, and a thorough analysis of the results.

A. Experiment setup

This study employs the use of Python Keras and TensorFlow
to implement the proposed model and pre-processing phases.
The proposed federated model was implemented using the
Flower framework and consisted of three training rounds.
In the model the optimal level of accuracy by fine-tuning
the global model’s with each model local training dataset.
Metrics like the loss function or accuracy is utilized to evaluate
the efficacy of the model. The detection accuracy counts the
percentage of successfully identified abnormal traffic, whereas
the loss function reflects the percentage of differences between
the actual output with predicted output. The loss function is a
useful measure of the model’s overall efficacy. An improved
prediction of the output values for the training data is indicated
by a reduced loss value, which typically translates to an
enhanced accuracy on unseen data. The pre-processing and
preparation of the dataset was carried out on a device equipped
with an Intel Core 19 processor and 64G DDR4 memory.
Specifically, in dataset pre-processing, we cleaned the dataset
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Fig. 3. The loss of models in each round of federated evaluation.

TABLE IV
PERFORMANCE EVALUATION OF 5G CORE CLIENTS

Client Accuracy F1-score
5G Core 1 0.9986 0.9988
5G Core 2 0.9988 0.9990

and filled the nan and null values. In addition, the global server
is deployed on a cloud Linux machine with 8 Vcore and 16G
running memory.

B. Result analysis

In the attack scenarios, we configured to have two 5G cores,
each receiving a specific type of DDoS attack. The proposed
model is deployed in each 5G core to detect the attacks on the
network. Figure 3 shows the loss values of the model in each
5G core for every round of the evaluation of the federation of
the model. As the figure shows, the models start with a high
loss rate since each model only has one type of DDoS attack.
The initial loss rate for the model in 5G core 1 was around
15%, and for the 5G core 2, it is around 30%. However, after
the models send their weights and parameters to the global
server for aggregation and receive the updated model, the loss
rate in both models improves significantly, decreasing to 2%
and 5% for models in 5G core 1 and 5G core 2, respectively.

To report the FL. model’s performance in detecting DDoS
attacks in both 5G cores, we used standard metrics, such as Ac-
curacy and F1-score. Table IV reports the overall performance
of the models in each 5G core after three rounds of weights
and parameters aggregation. According to the represented
results, both models performed well in distinguishing the
DDoS attacks from regular packets, and both achieved over
99% accuracy.

A confusion matrix table is also used to show how well
models are performed. The confusion matrix presents the ac-
tual and predicted values and demonstrates how many records
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of the model is illustrated in Figure 4.
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Fig. 4. The confusion matrix.

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed an unsupervised federated

learning-based approach to detect DDoS attacks on the 5G
core network. The proposed method is based on an Autoen-
coder model and has been shown to effectively identify attacks
on the 5G network. To run the experiments, we designed an
internet/public-facing 5G testbed architecture featuring multi-
ple 5G cores systems. The test environment that was built in
this study was utilized to produce both malicious and normal
traffic, based on the threat scenarios that were conducted.
The suggested model was also evaluated on the testbed.
Experiments results demonstrated that the suggested method
performed well and could distinguish the DDoS packets with
a high detection rate. It also demonstrates the capabilities of
federated learning for security systems in 5G networks since it
enables security systems collaboratively learn while preserving
privacy.
This study aims to encourage future research and reinforce
continuing efforts to tackle the increasing security concerns in
5G networks. In future work, it is recommended to develop
and evaluate federated learning models against various types of
cybersecurity threats in 5G networks, as well as investigate the
integration of the proposed model with other security measures
to improve the security in 5G networks. In order to establish a
comprehensive understanding of the efficiency of the federated
learning approach, we suggest further evaluation of the model
against traditional machine learning models.
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