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Abstract— Nonlinear equation systems are ubiquitous in
a variety of fields, and how to tackle them has drawn much
attention, especially dynamic ones. As a particular class
of recurrent neural network, zeroing neural network (ZNN)
takes time-derivative information into consideration, and
thus, is a competent approach to dealing with dynamic
problems. Hitherto, two kinds of ZNN models have been
developed for solving systems of dynamic nonlinear equa-
tions. One of them is explicit, involving the computation
of a pseudoinverse matrix, and the other is of implicit
dynamics essentially. To address these two issues at once,
a low-computational-complexity ZNN (LCCZNN) model is
proposed. It does not need to compute any pseudoinverse
matrix, and is in the form of explicit dynamics. Addition-
ally, a novel activation function is presented to endow the
LCCZNN model with finite-time convergence and certain
robustness, which is proved rigorously by Lyapunov theory.
Numerical experiments are conducted to validate the re-
sults of theoretical analyses, including the competence and
robustness of the LCCZNN model. Finally, a pseudoinverse-
free controller derived from the LCCZNN model is designed
for a UR5 manipulator to online accomplish a trajectory-
following task.

Index Terms— Low computational complexity, activation
function, zeroing neural network, dynamic nonlinear equa-
tion systems, trajectory following.

I. INTRODUCTION

NONLINEARITY is the inherent characteristic of most
systems in nature. Nonlinear equation systems are en-

countered with relatively high frequency in distinct fields, such
as manipulator control, multi-agent systems, signal processing,
and other industrial applications [1]–[8]. For instance, in [1],
the constrained quadratic programming problem with dynamic
parameters is converted into a set of dynamic nonlinear equa-
tions, which is then solved for the optimal solution. In [8], the
time-varying containment problem for a multi-agent system is
transformed into a dynamic nonlinear equation system (DNES)
describing the system error, and then a control strategy is
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exploited to make the system variable converge to the solution
of the DNES. Therefore, it is of great significance to solve
nonlinear equation systems. Since most systems in nature are
dynamic rather than static, it is much more important to deal
with DNESs.

Considerable efforts have been devoted to solutions of non-
linear equation systems. There is a series of numerical meth-
ods, including dichotomy, Newton-Raphson’s method, secant
method, Steffensen’s method, and other variation methods [9]–
[11]. According to [10], these numerical methods, or so-called
root-finders, are divided into four categories, namely one-point
iterative methods with or without memory, and multi-point
iterative methods with or without memory. Generally, multi-
point methods perform better than one-point methods, since
they surmount one-point methods’ theoretical shortcomings
associated with convergence order and rate [10]. It is worth
mentioning that the aforementioned numerical methods secure
solutions by iteration, and they may not be efficient enough
for online solutions on account of their serial-processing nature
[12]. Additionally, these traditional methods have a common
major drawback, that is, strong sensitiveness to the initial point
[5].

Lately, recurrent neural network (RNN) has been developed
rapidly, and utilized to address various problems online, due
to its parallel-processing capability and potential of analog-
circuit implementation [6], [13]–[18]. Gradient neural network
(GNN) is one kind of the RNN based on the elimination
of a scalar-valued nonnegative error. It updates a candidate
solution recursively along the negative-gradient direction of
the predefined objective function. For finding the root of a
static nonlinear equation, the GNN is sensitive to the initial
point and may yield an inaccurate or misleading solution when
the root is multiple or does not exist [17]. Furthermore, the
GNN tends to generate solutions with nonnegligible lagging
errors, when dealing with DNESs [18]. The reason why there
exist lagging errors is that the GNN does not make use of
time-derivative information of DNESs. Aiming at eliminating
lagging errors, Zhang et al. proposed zeroing neural network
(ZNN) in [19], which is another particular class of the RNN
taking time-derivative information into consideration. Basical-
ly, the ZNN surmounts the aforementioned weakness of the
GNN, including the existence of lagging errors. Overall, the
ZNN outperforms the GNN in dynamic problem solving [18],
[20]. Afterwards, on the basis of the design scheme in [19],
literatures [6], [12], [21], [22] construct different ZNN models
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for solving DNESs. However, the ZNN models proposed
in [6], [21], [22] either involve computing a pseudoinverse
matrix or appear in implicit form. In other words, all these
models need to compute a pseudoinverse, either directly or
indirectly, and the computation of pseudoinverse matrices is
time-consuming and inefficient during online solving process-
es. In this paper, we try to circumvent any pseudoinverse
computation, and construct a low-computational-complexity
ZNN (LCCZNN) model in the form of explicit dynamics for
tackling DNESs.

Activation functions (AFs) play a powerful role in the
performance of the ZNN, such as convergence and robustness.
In general, an appropriate nonlinear AF outperforms a linear
one in the aspect of the ZNN’s convergence rate. However, not
all nonlinear AFs are able to endow the ZNN with finite-time
convergence [23]. Li et al. proposed a sign-bi-power AF with
such a valuable property in [23]. From there on, a number
of researches on designing proper AFs have been carried out,
and the strengths of the ZNN activated by different AFs have
been analyzed theoretically and verified by experiments in
[22], [24]–[28]. In [22], [24]–[26], some AFs modified from
the sign-bi-power AF are raised. Two more complicated AFs
are developed in [27]. It is proved in [28] that nonlinear AFs
enable the ZNN with certain robustness as well. On the basis of
the sign-bi-power AF, a novel AF is developed to improve the
LCCZNN model for better performance. Besides, comparisons
among the new AF and AFs put forward in [22] are carried
out, and numerical experiments are conducted to verify the
relevant analysis results. At the end of this section, the major
contributions of the paper are summarized as follows.
• The LCCZNN model without computing any pseudoin-

verse matrix is proposed for solving DNESs in high
efficiency.

• The novel AF is put forward to enhance the convergence
rate and robustness of the LCCZNN model. Furthermore,
we prove that the performance of the proposed model in
these two aspects depends on the design parameters and
the AF.

• The newly proposed AF is compared with two AFs
presented in [22], in terms of convergence time. Through
both theoretical analyses and numerical experiments, its
superiority is shown and verified.

• A pseudoinverse-free controller derived from the pro-
posed LCCZNN model is developed for a UR5 manipu-
lator to online finish a trajectory-following task success-
fully in the absence or presence of noise disturbance.

II. PRELIMINARIES AND RELATED WORK

In this section, relevant definitions and necessary lemmas
are first provided for better understanding of the paper. Then,
the DNES problem is stated in mathematical form. Finally,
we retrospect the related work based on the ZNN and discuss
some flaws of the existing work.

A. Preliminaries
Consider the following autonomous system:

ż(t) = g(z(t)), t ∈ [0,+∞), (1)

where g : Rn 7→ Rn is a locally Lipschitz function. Suppose
that the origin z = 0 is an equilibrium point of (1), that is

g(0) = 0.

Here are definitions on the different stability of the equilibrium
point.

Definition 1 [29]: The equilibrium point z = 0 of the
autonomous system (1) is stable if, for any ε > 0, there exists
a σ > 0 such that

‖z(0)‖2 < σ ⇒ ‖z(t)‖2 < ε, ∀ t ≥ 0.

Definition 2 [29]: The equilibrium point z = 0 of the
autonomous system (1) is globally asymptotically stable if it
is stable and limt→+∞ z(t) = 0 holds for any z(0) ∈ Rn.

Definition 3 [30]: The equilibrium point z = 0 of the
autonomous system (1) is globally finite-time-stable if it is
globally asymptotically stable, and there exists a settling-time
function T1 : Rn\{0} 7→ (0,+∞) such that

z(t) = 0, ∀ t ≥ T1(z(0)).

Two lemmas are provided to lay foundation for the proofs
of theorems presented in the paper.

Lemma 1 [29]: Consider the autonomous system (1) with
the equilibrium point z = 0. Let V : Rn 7→ R be a
continuously differentiable function such that

1) V (z) > 0, ∀ z ∈ Rn\{0},
2) V (0) = 0,

3) V̇ (z) =
dV (z)

dz
g(z) < 0, ∀ z ∈ Rn\{0},

4) V̇ (0) = 0,

5) ‖z‖2 → +∞⇒ V (z)→ +∞.

Then, z = 0 is globally asymptotically stable.
Lemma 2 [29]: Consider the following nonautonomous

system:
ż(t) = g(t, z(t)), t ∈ [0,+∞), (2)

where g : [0,+∞) × Rn 7→ Rn is piecewise continuous in t
and locally Lipschitz in z. Let V : [0,+∞) × Rn 7→ R be a
continuously differentiable function such that

1) α (‖z‖2) ≤ V (t, z) ≤ β (‖z‖2) , ∀ t ∈ [0,+∞) and
∀ z ∈ Rn,

2) V̇ (t, z) =
∂V (t, z)

∂t
+
∂V (t, z)

∂z
g(t, z) ≤ −W (z),

∀ ‖z‖2 ≥ η,

where α(·) and β(·) are class K∞ functions, W (·) is a con-
tinuous positive-definite function, and η is a positive constant.
Then, for any z(0) ∈ Rn , there exists a settling-time function
T2 : (0,+∞) × Rn 7→ [0,+∞) such that the solution of (2)
satisfies

‖z‖2 ≤ α−1(β(η)), ∀ t ≥ T2(η, z(0)).

Lemma 3: Consider an equation described as

exp(z)− za − 1 = 0, z ∈ (0,+∞), (3)

This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TAC.2023.3319132

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Oulu University. Downloaded on November 27,2023 at 13:19:45 UTC from IEEE Xplore.  Restrictions apply. 



ZHENG et al.: LOW-COMPUTATIONAL-COMPLEXITY ZEROING NEURAL NETWORK MODEL FOR SOLVING SYSTEMS OF DYNAMIC NONLINEAR EQUATIONS3

where a ∈ (0, 1) is a constant. Then, the above equation only
has one root laying on (0, 1). Besides, the root decreases and
approaches to 0 with the increase of a.

proof : Please see Appendix for the rigorous proof. �

B. Problem Statement
Consider the following DNES:

f1(t, x1(t), x2(t), · · · , xn(t)) = 0,

f2(t, x1(t), x2(t), · · · , xn(t)) = 0,

...
fm(t, x1(t), x2(t), · · · , xn(t)) = 0,

(4)

where symbols t, xi ∈ R (i ∈ {1, 2, · · · , n}), and
fj : [0,+∞) × Rn 7→ R (j ∈ {1, 2, · · · ,m}) respec-
tively denote time, the ith dynamic state variable, and the
jth smooth nonlinear function, with n ≥ m. To acquire
a more compact form of the above problem, a vector
x(t) = [x1(t), x2(t), · · · , xn(t)]T and a function f(t,x(t)) =
[f1(t,x(t)), f2(t,x(t)), · · · , fm(t,x(t)]T are defined. Then, a
concise modality of (4) is presented as

f(t,x(t)) = 0 ∈ Rm, x(t) ∈ Rn, n ≥ m. (5)

In consideration that each fj is nonlinear, an assumption that
system (5) has at least one solution x∗(t) is made in this paper.
Our primary objective is to solve (5) with more efficiency (e.g.,
lower computational complexity and shorter convergence time)
than previous works. To pursue the brevity (i.e., reduce the
redundancy of equations), when some variables and functions
are referred, the variables that they depend on may be omitted
in the remainder of the paper, since the dependences have been
already introduced or are negligible. For instance, function
f(t,x(t)) and variable x(t) in (5) are abbreviated as f and
x, respectively.

C. Related Work on ZNN
The ZNN has stronger convergence capability because of

its parallel-processing feature, and thus, it is proper for large-
scale dynamic problem solving in real time [31]–[33].

With the development of the ZNN, there are mainly two
ZNN models proposed in [12], [21], [22]. In literatures [21],
a ZNN model is presented as

ẋ = −J
†
(
µφ(f) +

∂f

∂t

)
. (6)

Thereinto, µ > 0 is a design parameter, ∂f/∂t = [∂f1/∂t,
∂f2/∂t, · · · , ∂fm/∂t]T is the partial derivative of f with
respect to t, J† ∈ Rn×m is the pseudoinverse of Jacobian
matrix J with the form as

J =
∂f

∂x
=


∂f1/∂x1 ∂f1/∂x2 · · · ∂f1/∂xn
∂f2/∂x1 ∂f2/∂x2 · · · ∂f2/∂xn

...
...

. . .
...

∂fm/∂x1 ∂fm/∂x2 · · · ∂fm/∂xn

 ,
and φ(f) = [φ(f1), φ(f2), · · · , φ(fm)]T is a function array,
where φ denotes a monotonically increasing and odd AF.

It should be noted that, model (6) needs to compute the
pseudoinverse J†, leading to high computational complexity.

In order to fix the above weakness, the other ZNN model
is raised as [22]:

ẋ = −
(
µφ(f) +

∂f

∂t

)
+ (I − J)ẋ, (7)

where I denotes an n-dimensional identity matrix. Note that
model (7) works only when m = n. In addition, to endow
model (7) with the ability of finite-time convergence, authors
in [22] exploited the sign-bi-power AF and another modified
one, namely

φ(z) = sigr(z) (8)

and
φ(z) = sigr(z) + z, (9)

where sigr(z) is defined as

sigr(z) =


|z|r, if z > 0,

0, if z = 0,

−|z|r, if z < 0,

with a constant parameter r ∈ (0, 1). It seems that model (7)
gets rid of the pseudoinverse J† and lessens the computation
burden. However, (7) is an implicit neural network model
essentially, and it still requires the pseudoinverse when we
implement it through programming.

For higher efficiency, we are motivated to devise an explicit
neural network model with low computational complexity.

III. LCCZNN MODEL AND THEORETICAL ANALYSES

For the sake of a pseudoinverse-free model, the LCCZNN
model is constructed step by step in this section. Besides,
the novel AF is presented to reinforce the convergence and
robustness of the LCCZNN model. Comparisons among the
presented AF in this paper and two AFs in [22] are also
provided.

A. LCCZNN Model

By drawing lessons from the design scheme of the ZNN
in [19], the model with low computational complexity is
constructed as follows.

Every neural network needs an error function to monitor its
performance and then optimize its inner structure. Therefore,
the first step of the construction is determining an error
function, that is

ν(t) =
1

2
‖f‖22 =

1

2
fTf . (10)

Second, the ZNN design formula is utilized to force ν to
tend towards 0 with the passage of time. It is expressed as
[19]:

ν̇ = −µφ(ν), (11)

where µ > 0 and φ represent a design parameter and an AF,
respectively. Since

ν̇ =
∂ν

∂x

dx
dt

+
∂ν

∂t
= fTJẋ+ fT ∂f

∂t
,

This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TAC.2023.3319132

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Oulu University. Downloaded on November 27,2023 at 13:19:45 UTC from IEEE Xplore.  Restrictions apply. 



4 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. XX, NO. XX, XXXX XXXX

it follows from (11) that

fTJẋ+ fT ∂f

∂t
= −µφ

(
‖f‖22

2

)
.

Finally, through a simple transformation, the LCCZNN
model is obtained as

ẋ = − JTf

‖JTf‖22

(
fT ∂f

∂t
+ µφ

(
‖f‖22

2

))
. (12)

Remark 1: Notice that the denominator of model (12) may
become zero, resulting in a singularity problem. To address
the issue, one approach is to incorporate a regularization term
for avoiding the problem, and the corresponding regularized
LCCZNN model is formulated as

ẋ = − JTf

‖JTf‖22 + λ

(
fT ∂f

∂t
+ µφ

(
‖f‖22

2

))
,

where λ > 0 denotes the regularization term. It is evident that
the denominator is always greater than zero. Besides, it follows
from the subsequent Theorem 4 that the perturbance caused
by the regularization term λ can be suppressed by a sufficient
large value of parameter µ. Nonetheless, in order to reduce
the side effect brought by λ, it is more reasonable to assign a
sufficiently small value to the regularization term. We notice
that when λ approaches 0, the regularized model has similar
performance to model (12) in the experiments. Therefore,
we keep focus on the LCCZNN model (12) without the
regularization term in the following analyses and experiments.

To enable the LCCZNN model (12) with the capability of
finite-time convergence, the novel nonlinear AF is proposed
as below:

φ(z) = sigr(z) exp(|z|). (13)

In order to explain the computational complexity of the
LCCZNN model (12) more clearly, the computing procedure
of (12) is illustrated in Algorithm 1. In Algorithm 1, lines 4

Algorithm 1: LCCZNN model (12) for solving DNES
Data: Jacobian matrix J ; partial derivative ∂f/∂t; AF φ;

design parameter µ; task time Γ.
Result: To find x satisfying f = 0 during time interval

[0,Γ].
1 t← 0;
2 Assign a random vector to x;
3 while t ≤ Γ do
4 ν ← ‖f(t,x)‖22/2;
5 ω ← JT(t,x)f(t,x);
6 κ1 ← fT(t,x)∂f∂t (t,x);
7 κ2 ← µφ(e);
8 κ3 ← ‖ω‖22 ;
9 ẋ← −((κ1 + κ2)/κ3)ω;

10 Update t;
11 Update x by ẋ;
12 end

and 8 are mainly about computing the square of the Euclidean
norm of a vector; line 5 involves the multiplication of a
matrix by a vector; line 6 is concerning the inner product

of two vectors; line 7 is primarily about mapping a scalar;
line 9 is the multiplication of a vector by a scalar; and
line 11 comprises the integration of a vector. Evidently, the
computational complexities of all these operations are at most
O(mn), and thus, each loop in Algorithm 1 takes O(mn)
time. That is to say, the computational complexity of model
(12) is O(mn).

It is always meaningful to realize the theoretical knowledge
physically, instead of staying in theoretical level. According
to [34], it is practicable to implement the LCCZNN model
(12) as an analog circuit by using analog devices, including
resistors, operational amplifiers, and diodes. As an important
step of the ultimate hardware implementation, the schematic
diagram of model (12) is depicted in Fig. 1.
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Fig. 1: Schematic diagram of LCCZNN model (12).

Remark 2: From the perspective of computational complex-
ity, model (6) is found to has high computational complexity.
Owing to the fact that it needs to compute the pseudoinverse of
the Jacobian matrix, the computational complexity of model
(6) is O(mn2). From the perspective of circuit complexity,
the structure of model (7) becomes more complicated when
the dimension of x gets larger, since (7) has term (I − J)ẋ.
In summary, the proposed LCCZNN model (12) is more
prominent in terms of computational complexity and circuit
implementation.

B. Convergence and Robustness Analyses

We analyze the LCCZNN model (12) aided by the AF
(13), and summarize the research findings as the following
theorems.

Theorem 1: Suppose that the DNES (5) has at least one
solution. Starting from any initial state x(0), the LCCZNN
model (12) activated by the AF (13) converges to one feasible
solution x∗(t) of (5) within finite time

tAF3 =
1

µ
γ(1− r, νini) ≤

ν1−r
ini [1 + (1− r) exp(−νini)]

µ(1− r)(2− r)
,

where νini = ν(0) > 0 denotes the initial error, and γ denotes
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the lower incomplete gamma function defined as [35]:

γ(a, z) =

∫ z

0

τa−1 exp(−τ) dτ,

where a ∈ C with real(a) > 0 and z ∈ R with z > 0.
Proof: Define a Lyapunov function candidate with respect

to ν: V1(ν) = ν. It follows from the definition of ν that V1 ≥
0, and the equality holds only when ν = 0. Then, the time
derivative of V1 along the trajectory of (11) is obtained as

V̇1(ν) =
dV1

dt
= −µsigr(ν) exp(|ν|).

Evidently, V̇1 ≤ 0 and the equality holds only when ν = 0.
Additionally, V1 → +∞ when |ν| → +∞. Therefore, V1 and
V̇1 satisfy the conditions in Lemma 1. As a result, model (12)
globally asymptotically converges to one solution x∗(t), which
is closest to x(0) among all feasible solutions at time t = 0.

Next, we prove that model (12) is able to converge to x∗(t)
without infinite time. Because ν = 0 is globally asymptotically
stable, given any initial error νini > 0, ν will decrease to 0 and
then remain unchanged. Suppose when t = tAF3, ν diminishes
to 0. On the basis of previous discussion, it is confirmed that

ν = ν̇ = 0, ∀ t ≥ tAF3.

Due to the nonnegativity of ν, (11) is rewritten in differential
form as

dt = − 1

µ
ν−r exp(−ν) dν, ∀ t ∈ [0, tAF3].

Then, by integrating the above equation from t = 0 towards
t = tAF3, an integral equation is acquired as below:∫ tAF3

0

dt = − 1

µ

∫ ν(tAF3)

νini

ν−r exp(−ν) dν

=
1

µ

∫ νini

0

ν(1−r)−1 exp(−ν) dν

=
1

µ
γ(1− r, νini).

(14)

In light of Theorem 4.1 in [36], the following inequality

a

za
γ(a, z) ≤ 1

a+ 1
(1 + a exp(−z))

holds true. It follows from (14) that

tAF3 =
1

µ
γ(1− r, νini) ≤

ν1−r
ini (1 + (1− r) exp(−νini))

µ(1− r)(2− r)
.

(15)
Thus, model (12) converges to one feasible solution of (5)
within finite time tAF3, and the proof is completed. �

Theorem 2: Suppose that the DNES (5) has at least one
solution. The time required for the LCCZNN model (12)
activated by the AF (13) with any initial state to converge
to one solution of (5), can be shortened by 1) increasing
parameter µ; 2) decreasing parameter r.

Proof: Please see Appendix for the detailed proof. �
Remark 3: As mentioned before, not all nonlinear AFs are

capable to enable the ZNN to converge within finite time.
Thus, it is of great significance to find an AF possessing such
a merit. Besides, the convergence time of the ZNN varies by

the adopted AF. It is necessary to compare the convergence
performance of the ZNN aided by different AFs. By following
the reasoning in [22], the convergence times of the LCCZNN
model (12) aided by (8) and (9) are obtained as below:

tAF1 =
ν1−r

ini

µ(1− r)
and

tAF2 =
ln(1 + ν1−r

ini )

µ(1− r)
.

It follows from Theorem 1 that for any νini > 0,

tAF3

tAF1
=

γ(1− r, νini)

ν1−r
ini /(1− r)

≤ 1 + (1− r) exp(−νini)

2− r
< 1.

Thereby, the AF (13) endows the LCCZNN model (12) with
faster convergence speed than the AF (8). As for the magnitude
relationship between tAF3 and tAF2, Theorem 3 discusses it
subsequently.

Theorem 3: Suppose that the DNES (5) has at least one
solution. Suppose that tAF2 and tAF3 respectively correspond
to the convergence times of the LCCZNN model (12) activated
by the AFs (9) and (13) with any initial state. Then, there exists
a sufficiently small r̄ ∈ (0, 1) such that

tAF3 < tAF2, ∀ r ∈ (0, r̄), ∀ νini ∈ (0,+∞).

Proof: In view of Theorem 1 and Remark 3, the difference
between tAF3 and tAF2 is

tAF3 − tAF2 =
1

µ

∫ νini

0

ν−r exp(−ν)dν − ln(1 + ν1−r
ini )

µ(1− r)
.

The partial derivative of the difference with respect to νini is

∂(tAF3 − tAF2)

∂νini
=
ν−rini

µ

(
exp(−νini)−

1

1 + ν1−r
ini

)
.

According to Lemma 3, equation exp(−νini) = 1/(1 + ν1−r
ini )

only has one root ζ ∈ (0, 1), and when r tends to 0, ζ
tends to 0. Besides, ∂(tAF3 − tAF2)/∂νini is positive on (0, ζ)
and negative on (ζ,+∞). As a consequence, the following
inequality is obtained:

tAF3 − tAF2 ≤
1

µ

∫ ζ

0

ν−r exp(−ν)dν −
ln
(
1 + ζ1−r)
µ(1− r)

≤ 1

µ(1− r)

(
ζ1−r (1 + (1− r) exp(−ζ))

2− r
−

ln
(
1 + ζ1−r))

<
1

µ(1− r)
(
ζ1−r − ln

(
1 + ζ1−r)) .

Moreover, the value of limr→0+

(
ζ1−r − ln(1 + ζ1−r)

)
is

evaluated as below:

lim
r→0+

(
ζ1−r − ln(1 + ζ1−r)

)
= lim
ζ→0+

(ζ − ln(1 + ζ)) = 0.

That is to say, when r → 0+, tAF3− tAF2 is less than 0 for any
νini ∈ (0,+∞). Therefore, there exists a sufficiently small
r̄ ∈ (0, 1) such that for any r ∈ (0, r̄) ⊂ (0, 1) and any
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νini ∈ (0,+∞), tAF3 − tAF2 < 0 holds. The proof is thus
completed. �

Fig. 2: Graph of ratio tAF3/tAF2 with νini ∈ (0, 10] and r ∈
(0, 0.5], where blue area represents tAF3 < tAF2 and red one
represents tAF3 ≥ tAF2.

Remark 4: The relationship between tAF3 and tAF2 is shown
more apparently in Fig. 2. It is found in the local enlarged
drawing that r̄ mentioned in Theorem 3 exists on interval
(0, 0.02). Besides, for any r ∈ (0, 1), there exists a ζ̂ > 0
such that ratio tAF3/tAF2 < 1 when νini ∈ (ζ̂,+∞) and
tAF3/tAF2 ≥ 1 when νini ∈ (0, ζ̂]. Therefore, it is better to
choose the AF (13) to assist the LCCZNN model (12) when the
initial error νini is relatively large. Since ζ̂ → 0+ as r → 0+,
the AF (13) is superior when r is relatively small.

Note that we have not taken noises into account so far. In
fact, it is unreasonable not to consider noise disturbance in
practical implementations due to noise ubiquity. Hence, it is
of necessity to analyze the robustness of the LCCZNN model
(12) under different kinds of noises. In this work, all sorts
of noises are deemed additive for convenience [37]. Then,
the disturbed LCCZNN model and its error dynamics are
respectively formulated as

ẋ = − JTf

‖JTf‖22

(
fT ∂f

∂t
+ µφ

(
‖f‖22

2

))
+ δ(t), (16)

and
ν̇ = −µφ(ν) + d(t),

where d(t) = fTJδ(t), and δ(t) ∈ Rn represents the
aggregation of all dynamic noises. The forthcoming Theorem
4 investigates the robustness of the disturbed LCCZNN model
(16) in detail.

Theorem 4: Consider the DNES (5) with at least one
solution. Let ν̃ = ‖f‖2 = (2ν)1/2 be the residual error
synthesized by the interfered LCCZNN model (16). Suppose
that d is bounded and satisfies |d| ≤ d̄. Then, the steady-
state residual error limt→+∞ ν̃ synthesized by the interfered
LCCZNN model (16) activated by the AF (13) with any initial
state is bounded by (2 ln(1+2d̄/µ))1/2. Moreover, the steady-
state residual error limt→+∞ ν̃ can be arbitrarily small as long
as µ is sufficiently large.

Proof: Define a Lyapunov function candidate with respect
to ν: V2(ν) = (sigr(ν) exp(|ν|))p = (νr exp(ν))p, where p =

(a) (b)

Fig. 3: Solutions and residual errors synthesized by LCCZNN
model (12) starting from four different initial states with µ = 5
and r = 0.6, where x∗(t) represents one feasible solution of
system (17), and x(t)i and ν̃(t)i respectively denote solution
and residual error generated by (12) starting from initial state
x(0)i with i ∈ {1, 2, 3, 4}. (a) Neural states x(t)i. (b) Residual
errors ν̃(t)i.

1+1/r. Correspondingly, the time derivative of V2 is expressed
as

V̇2(t, ν) =
dV2

dt
= −p(rνr + ν1+r) exp(pν)(µνr exp(ν)

+ d) ≤ −p(rνr + ν1+r) exp(pν)(µνr exp(ν)− d̄).

Let η satisfy µηr exp(η) = 2d̄. Let α(·) and β(·) be class K∞
functions defined as α(|ν|) = (exp(ν) − 1)p and β(|ν|) =
(νr exp(ν))p. Inequality α ≤ V2 holds for any ν ∈ [1,+∞)
evidently, and when ν ∈ [0, 1), inequality α ≤ V2 is proved
by the deduction below:

1− νr ≤ 1− ν ≤ exp(−ν)

⇒ (1− νr) exp(ν) ≤ 1

⇒ exp(ν)− 1 ≤ νr exp(ν)

⇒ (exp(ν)− 1)p ≤ (νr exp(ν))p.

Then, the following results are obtained:

1) α ≤ V2 ≤ β, ∀ t ∈ [0,+∞) and ∀ ν ∈ [0,+∞),

2) V̇2 ≤ −d̄p(rνr + ν1+r) exp(pν), ∀ν ≥ η.

In light of Lemma 2, for any initial state x(0), there exists a
T = T (η, νini) such that

|ν| = ν ≤ α−1(β(η)) = ln

(
1 +

2d̄

µ

)
holds for any t ≥ T . As a consequence,

ν̃ = ‖f‖2 =
√

2ν ≤

√
2 ln

(
1 +

2d̄

µ

)
, ∀ t ≥ T.

The upper bound of the steady-state residual error is negatively
correlated with µ, and thus, the steady-state residual error can
be arbitrarily small as long as µ is sufficiently large. The proof
is thus completed. �

We have provided a lot of proofs on the properties of the
LCCZNN model and the comparisons among the AFs in this
section. Next, experimental results are displayed to verify the
properties.
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Fig. 4: Residual errors synthesized by LCCZNN model (12) with different values of parameters. (a) Residual errors ν̃(t) with
r = 0.7 and different values of µ. (b) Semilog plot of residual errors ν̃(t) with r = 0.7 and different values of µ. (c) Residual
errors ν̃(t) with µ = 4 and different values of r. (d) Semilog plot of residual errors ν̃(t) with µ = 4 and different values of r.
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Fig. 5: Residual errors synthesized by LCCZNN model (12) activated by three distinct functions (i.e., (8), (9), and (13)) with
µ = 4 and r = 0.6. (a) Residual errors ν̃(t) with relatively large initial error ν(0). (b) Semilog plot of residual errors ν̃(t) with
relatively large initial error ν(0). (c) Residual errors ν̃(t) with relatively small initial error ν(0). (d) Semilog plot of residual
errors ν̃(t) with relatively small initial error ν(0).

IV. NUMERICAL AND SIMULATIVE EXPERIMENTS

In this section, numerical experiments are first conducted to
verify the theories corroborated in Section III, including the
effectiveness and robustness of the proposed LCCZNN model
(12), and the effects of various AFs and parameter values
on the model. Then, model (12) is applied to the trajectory-
following control of a UR5 manipulator with six degrees of
freedom. The successful simulation outcome substantiates the
practical value of model (12). It is worth mentioning that
(13) is the default AF for the LCCZNN model (12) in the
experiments.

A. Case Study without Noises

Consider the following DNES:

f(t,x(t)) =


ln(x1(t))− 1/(t+ 1) = 0,

x1(t)x2(t)− sin(t) exp(1/(t+ 1)) = 0,

x2
1(t)− sin(t)x2(t) + x3(t)− 2 = 0,

x2
1(t)− x2

2(t) + x3(t) + x4(t)− t = 0,
(17)

where x1(t) 6= 0. One feasible solution of system (17) is
formulated as

x∗(t) =


x1(t)
x2(t)
x3(t)
x4(t)

 =


exp(1/(t+ 1))

sin(t)
2− exp(2/(t+ 1)) + sin2(t)

t− 2

 .

First, in order to validate whether the LCCZNN model (12)
is competent to deal with DNESs, model (12) is utilized to
solve system (17). In the experiments, parameters µ and r are
respectively set as 4 and 0.7, and four initial states x(0) ∈
[0, 4]4×1 are randomly generated to observe the influence of
the initial state on the convergence. The corresponding results
are displayed in Fig. 3. In Fig. 3(a), the solid curves with
red color and markers ∗ represent the feasible solution, and
the dashed ones with other colors and markers are solutions
generated by model (12) with different initial states. Evidently,
the dashed curves overlap with the solid ones in a short time.
The residual errors ν̃ synthesized by model (12) with different
initial states are depicted in Fig. 3(b), where each ν̃ dwindles
to 0 within 1 second. Therefore, the LCCZNN model (12) is
capable to handle the DNES and insensitive to the initial state.
To put it in another way, it is verified that ν = 0 is globally
asymptotically stable.

Second, we pay attention to the effects of parameters µ and
r on the convergence performance of model (12), by fixing
the initial state x(0) and one of the parameters, and adjusting
the other one. As observed in Fig. 4, it is verified that the
convergence time of model (12) is cut down by raising µ
or diminishing r, which is completely in coincidence with
Theorem 2 in Section III. Besides, it is seen that the variation
of the parameters has nothing to do with the precision of model
(12), which is between 10−3 and 10−4.

Third, we focus on the impact of various AFs on the
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convergence performance of model (12). In the experiments,
parameters µ and r are respectively set as 4 and 0.6, and the
corresponding results are shown in Fig. 5. As seen in Fig. 5(a),
starting from a relatively large initial error ν(0), model (12)
takes the least time to converge when aided by the AF (13).
It is also observed that the convergence times of model (12)
assisted by (9) and (13) are almost the same, when it starts
from a relatively small initial error ν(0). Besides, model (12)
aided by (8) takes the most time to converge no matter what
the initial error ν(0) is. The above observations are consistent
with Remark 3 and Theorem 3 in Section III. In addition,
different AFs also have no effect on the precision of model
(12), as spotted in Fig. 5(b) and (d).

B. Case Study with Noises
Let us reconsider system (17) of interest under noisy

circumstances. In this study, a constant noise, two dynamic
noises, and a random noise are incorporated, and the disturbed
LCCZNN model (16) is exploited to cope with system (17).
Specifically, each element of the constant noise δ1, the dy-
namic linear noise δ2, and the dynamic quadratic noise δ3 is
5, 0.6t, and 0.2(t− 5)2. The random noise δ4 is composed of
four randomly generated values ranging from 0 to 5. Then, We
adopt these noises to interfere model (16), and check whether
its residual errors ν̃ are able to converge to a certain bound or
not.

Under the four kinds of noises, the performance of model
(16) assisted by (13) with parameters µ = 50 and r = 0.5 is
presented in Fig. 6. In Fig. 6(a), the solid curves with red color
and markers ∗ represent the feasible solution, and the dashed
ones with other colors and markers are solutions generated by
model (16) interfered with different noises. It is evident that
the solutions synthesized by model (16) still converge to the
feasible solution swiftly, which means that model (12) assisted
by (13) is of robustness to an extent. Additionally, the residual
errors synthesized by model (16) remain below approximately
10−3 after 3 s, as seen in Fig. 6(b).

C. Application to UR5 Manipulator
In this subsection, the LCCZNN model (12) is applied to

a practical problem. Robots are becoming more common in
industry and real life [38]. As a sort of robots, manipulators
have replaced human labor in lots of industrial activities and
improved labor productivity. Trajectory-following control is
one important problem for manipulators, and it has many
applications, such as writing and assembly [28].

On the basis of model (12), a controller that controls the
UR5 manipulator is designed to online follow a desired trajec-
tory in three-dimensional space. In light of [39], the forward
kinematics of the redundant manipulator is generalized as

ψ(θ(t)) = pa(t),

where θ = [θ1, θ2, θ3, θ4, θ5, θ6]T ∈ R6 denotes its joint an-
gles, pa = [paX, paY, paZ]T ∈ R3 denotes the actual position of
the end-effector in the Cartesian space, and ψ : R6 7→ R3 maps
θ onto pa nonlinearly. In the trajectory-following task, pa(t) is
expected to overlap a desired position denoted as pd(t) at any

(a)

0 2 4 6 8 10
10-8

10-6

10-4

10-2

100

102

(b)

Fig. 6: Solutions and residual errors synthesized by LCCZNN
model (16) disturbed by different noises with µ = 50 and
r = 0.5, where x∗(t) represents one feasible solution of
system (17), and x(t)i and ν̃(t)i respectively denote solution
and residual error generated by (16) disturbed by δi(t) with
i ∈ {1, 2, 3, 4}. (a) Neural states x(t)i. (b) Semilog plot of
residual errors ν̃(t)i.

time t. That is to say, pa(t)−pd(t) = ψ(θ(t))−pd(t) = 0 is
wanted. Let Ψ(t,θ(t)) = ψ(θ(t))− pd(t). Then, the essence
of the trajectory-following task is to solve Ψ(t,θ(t)) = 0,
which is a DNES. Derived from model (12), a pseudoinverse-
free controller is formulated as

θ̇ =
JT
ψΨ

‖JT
ψΨ‖22

(
ΨTṗd − µφ

(
‖Ψ‖22

2

))
, (18)

where θ̇ represents the joint velocities, Jψ = ∂ψ/∂θ ∈
R3×6 represents the Jacobian matrix of the manipulator, and
ṗd = dpd/dt ∈ R3 represents the desired velocity of the end-
effector. In the same way, the controller based on model (6)
with a linear function array φ(Ψ) = Ψ is presented as

θ̇ = J†ψ (ṗd − µΨ) . (19)

In the simulation, parameters µ and r are respectively set to
be 6 and 0.5, simulation time T is set as 10 s, and a flower-
shaped trajectory desired to be tracked is described as

pd(t) =
1

10

3 + (1 + 1 sin(6πt/5)) cos(πt/5)/2
3 + (1 + 1 sin(6πt/6)) sin(πt/5)/2

6 + sin(6πt/5)/2

 m.

The simulation environment is exhibited in Fig. 7(a), where
the UR5 manipulator with a pen installed as the end-effector
is put on the workbench, and its joint angles are initialized as
θ(0) = [−4π/5, −π/2, 7π/10, 3π/10, −π/2, 3π/10]T rad.
The motion process of the manipulator controlled by (18) is
displayed in Fig. 7(b) through (f). Specifically, snapshots of
the manipulator controlled by (18) during the motion process
are provided in Fig. 7(b) and (c). As seen from Fig. 7(d),
the actual trajectory overlaps the desired one after a period.
The corresponding resolved joint angles are presented in Fig.
7(e). The tracking errors along X-, Y-, and Z-axes displayed
in Fig. 7(f) are defined as ν̂X(t) = |paX(t)− pdX(t)|, ν̂Y(t) =
|paY(t) − pdY(t)|, and ν̂Z(t) = |paZ(t) − pdZ(t)|. It is seen in
Fig. 7(f) that errors ν̂X, ν̂Y, and ν̂Z converge within 0.5 s, and
the magnitudes of the steady-state errors ν̂X, ν̂Y, and ν̂Z are
all approximately 10−5 m, which illustrates that the trajectory-
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Fig. 7: Motion process of UR5 manipulator controlled by controller (18) with µ = 6 and r = 0.5. (a) Initial state. (b)
Intermediate state. (c) Final state. (d) Actual and desired trajectories. (e) Joint angles. (f) Tracking errors along X-, Y-, and
Z-axes.

following task is completed successfully, and controller (18)
is competent and powerful. The simulation result synthesized
by controller (19) resembles the one synthesized by controller
(18) and thus omitted here, except that controller (19) spends
more time (about 5.5 s) to converge.

TABLE I: Running times of controllers (18) and (19) with
µ = 6 and r = 0.5.

Index Controller (18) Controller (19)
Tu (×10−5 s) 0.74 3.79

To (×10−5 s) 2.86 5.61

N 132672 80000

NTo (s) 3.79 4.49

In the aspect of the running time, two criteria in [40] are
used in the simulation for comparison. Concretely, the average
time for the controller to update θ and the average time for
it to finish one control operation are denoted as Tu and To,
respectively. Furthermore, the number of operations N and the
total running time NTo are taken into consideration. Table I
displays the running times of controllers (18) and (19). On
the one hand, Tu of controller (18) is shorter than that of
controller (19). On the other hand, in spite of more operations,
the total running time NTo of controller (18) is less than
that of controller (19). Both observations substantiate that the
LCCZNN model (12) has lower computational complexity

than model (6). Besides, on the basis of the fact that the
total running times NTo of two controllers are less than the
simulation time T = 10 s, it follows that both controllers have
the capability to complete the trajectory tracking online.

TABLE II: Running times of perturbed controllers (20) and
(21) with µ = 6 and r = 0.5.

Index Controller (20) Controller (21)
Tu (×10−5 s) 0.95 4.33

To (×10−5 s) 3.07 6.15

N 195088 115672

NTo (s) 5.99 7.11

Additionally, noise disturbance is also considered in the sim-
ulation. Suppose that the above controllers with perturbance
are formulated as

θ̇ =
JT
ψΨ

‖JT
ψΨ‖22

(
ΨTṗd − µφ

(
‖Ψ‖22

2

))
+ δθ (20)

and
θ̇ = J†ψ (ṗd − µΨ) + δθ, (21)

where δθ ∈ R6 is a random noise whose elements range from
0 to 3. With the same parameters and settings, the motion
processes of the manipulator and the running times of the
controllers are illustrated in Figs. 8 and 9 along with Table II.
As seen in Fig. 8 and Table II, under the noise interference,
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Fig. 8: Motion process of UR5 manipulator controlled by perturbed controller (20) with µ = 6 and r = 0.5. (a) Intermediate
state. (b) Final state. (c) Actual and desired trajectories. (d) Tracking errors along X-, Y-, and Z-axes.
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Fig. 9: Motion process of UR5 manipulator controlled by perturbed controller (21) with µ = 6. (a) Intermediate state. (b)
Final state. (c) Actual and desired trajectories. (d) Tracking errors along X-, Y-, and Z-axes.

the interfered controller (20) still accomplishes the tracking
task successfully and keeps the same high precision as in the
absence of perturbance. The steady-state tracking error ‖ν̂‖2
synthesized by (20) is about 4.95× 10−5 m. On the contrary,
as observed in Fig. 9 and Table II, although the interfered
controller (21) maintains the real-time processing ability, it
fails to control the manipulator to follow the desired trajectory
accurately in the presence of perturbance and the tracking error
‖ν̂‖2 diverges as time elapses. In a word, the LCCZNN model
(12) possesses a better real-time processing capability and is of
certain robustness, meaning that it is more proper for handling
the practical problem.

V. CONCLUSION

In this paper, the LCCZNN model has been proposed for
solving problems that can be mathematically described as
DNESs. The LCCZNN model gets rid of any pseudoinverse
computation and thus has O(mn) computational complexity,
which is a great progress compared with the O(mn2) model.
It is also convenient to implement the model via an analog
circuit, owing to its core of explicit dynamics. Besides, the
novel AF modified from the sign-bi-power function has been
acquired for strengthening the model in terms of convergence
and robustness. Through Lyapunov theory, we have determined
the upper bounds of the model’s convergence time and the
disturbed one’s steady-state residual error. We have as well
compared the new AF with two other AFs in the aspect of
the model’s convergent rate, and found out the advantages
of the newly proposed AF. Finally, the numerical experiments
coupled with the simulation on the trajectory-following control

of the UR5 manipulator have been conducted to validate the
effectiveness and relevant analysis results of the proposed
model.

APPENDIX

The detailed proofs of Lemma 3 and Theorem 2 are
provided here.

Proof of Lemma 3
An auxiliary function h1(z) = exp(z) − za − 1 with

z ∈ (0,+∞) is introduced, and its first- and second-order
derivatives are

h′1 =
dh1

dz
= exp(z)− az−(1−a)

and

h′′1 =
d2h1

dz2
= exp(z) + a(1− a)z−(2−a).

Since a ∈ (0, 1) and z ∈ (0,+∞), h′′1 is always larger than
0 on the domain. As a consequence, h′1 is strictly increasing
with respect to z. It is observed that

lim
z→0+

h′1(z) = −∞

and
h′1(1) = exp(1)− a > 0.

Therefore, there only exists one root ρ ∈ (0, 1) satisfy-
ing h′1(ρ) = 0. As a result, h is strictly decreasing on
(0, ρ) and strictly increasing on (ρ,+∞). It follows from
limz→0+ h1(z) = 0 that h1(ρ) < 0. On account of the fact
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that h1(1) > 0, we deduce that there only exists one root
ζ ∈ (ρ, 1) ⊂ (0, 1) satisfying h1(ζ) = 0.

Suppose that ζ and ζ̄ respectively correspond to the roots
of equations exp(z) − za − 1 = 0 and exp(z) − zā − 1 = 0,
with 0 < a < ā < 1. Through simple transformations, a and
ā are expressed as

a =
ln(exp(ζ)− 1)

ln ζ

and

ā =
ln(exp(ζ̄)− 1)

ln ζ̄
.

Another auxiliary function is introduced as

h2(z) =
ln(exp(z)− 1)

ln z
, z ∈ (0, 1),

and correspondingly, its first-order derivative is

h′2 =
dh2

dz
=

1

ln2 z

(
exp(z) ln z

exp(z)− 1
− ln(exp(z)− 1)

z

)
.

Since inequality exp(z)z ln z < (exp(z) − 1) ln(exp(z) − 1)
holds for any z ∈ (0, 1), h′2 is negative on the domain. Hence,
h2 is strictly decreasing with respect to z.

Finally, according to the relationship between a and ā (i.e.,
a < ā), and the monotonicity of h2, it is inferred that ζ > ζ̄.
That is to say, the root of equation (3) decreases with the
increase of a. In view of the fact that

lim
z→0+

h2 = lim
z→0+

ln(exp(z)− 1)

ln z
= 1,

it is evident that
lim
a→1−

ζ = 0.

Hence, the proof is completed.

Proof of Theorem 2

On the basis of Theorem 1, model (12) converges to one
solution of (5) in finite time tAF3 = γ(1− r, νini)/µ. It is easy
to verify that the first manner (i.e., increasing parameter µ) is
useful to shorten the convergence time, since tAF3 is inversely
proportional to µ.

In order to prove the second manner, the partial derivative
of tAF3 with respect to r is written out:

∂tAF3

∂r
=

1

µ

∫ νini

0

−ν−r exp(−ν) ln ν dν.

∂tAF3/∂r > 0 holds for any νini ∈ (0, 1]. When νini ∈
(1,+∞), it follows that∫ νini

0
�ν−r exp(�ν) ln ν de

=

∫ 1

0
�ν−r exp(�ν) ln ν dν +

∫ νini

1
�ν−r exp(�ν) ln ν dν

=

∫ 1

0
�ν−r exp(�ν) ln ν dν +

∫ 1

1/νini

ν−(2−r) exp

(
� 1

ν

)
ln ν dν

> �
∫ 1

1/νini

(
ν−r exp(�ν)� ν−(2−r) exp

(
� 1

ν

))
ln ν dν.

Since inequality 1/ν − ν + 2(1 − r) ln ν > 0 holds for any

ν ∈ (1/νini, 1) ⊂ (0, 1), the following deduction is obtained:

1

ν
− ν + 2(1− r) ln ν > 0⇔ 1

ν
− ν > −2(1− r) ln ν

⇔ exp

(
1

ν
− ν
)
> ν−2(1−r)

⇔ ν−r exp(−ν)− ν−(2−r) exp

(
−1

ν

)
> 0.

Consequently, ∂tAF3/∂r > 0 holds when νini ∈ (1,+∞).
To sum up, decreasing parameter r is also functional to

shorten the convergence time. The proof is thus completed.
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