This article has been accepted for publication in IEEE Transactions on Mobile Computing. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TMC.2023.3341810

End-to-End Resource Slicing for Coexistence of
eMBB and URLLC Services in 5G-Advanced/6G
Networks

Shiva Kazemi Taskou, Mehdi Rasti, Senior Member, IEEE, and Ekram Hossain, Fellow, IEEE

Abstract—We study the problem of end-to-end (E2E) network
slicing, i.e., joint slicing of the radio access network (RAN)
and core network (CN), for the coexistence of enhanced mobile
broadband (eMBB) and ultra-reliable and low latency commu-
nication (URLLC) services in future generation cellular (e.g.,
5G-Advanced/6G) networks. The E2E resource slicing problem
is defined as a mixed-integer non-linear programming problem
to minimize the E2E energy consumption and the cost of utilized
resources. To overcome the difficulty of solving this problem,
we decompose it into two sub-problems, namely, RAN resource
allocation (RRA) and CN resource allocation (CRA) problems. In
both RRA and CRA problems, the existence of binary variables
makes them intractable. To tackle this difficulty, we relax the
binary variables by introducing penalty functions. Then, we
make the RRA and CRA problems convex by employing the
majorization-minimization approximation method. Via simula-
tion results, we compare our proposed joint RAN and CN
resource allocation algorithm (JRCRA) with the disjoint solution
where RAN and CN resources are allocated to users separately.
The joint allocation of resources in the RAN and CN has the
advantage that the E2E tolerable latency of users can be flexibly
divided between RAN and CN. In contrast, if resources in RAN
and CN are allocated separately, a predefined part of the E2E
tolerable latency should be considered as the tolerable latency
in RAN and CN. The simulation results illustrate that our pro-
posed JRCRA algorithm obtains a 34% improvement in energy
consumption and a 24% improvement in cost compared to the
disjoint one. Moreover, via simulation results, we illustrate that
in comparison with existing algorithms, our proposed JRCRA
obtains a higher performance. Besides, simulation results confirm
that JRCRA reaches a close performance to the optimal solution.

Index Terms—5G-Advanced/6G, E2E network slicing, network
function virtualization, service function chain, ultra-reliable and
low latency communication, enhanced mobile broadband

I. INTRODUCTION

The fifth-generation (5G) and beyond wireless networks
provide three fundamental services with diverse quality of
service (QoS) requirements, which are enhanced mobile broad-
band (eMBB) focusing on high data rate, massive machine
type communication (mMTC) for connecting the huge num-
ber of connected devices, and ultra-reliable and low latency
communication (URLLC) focusing on reliable and low latency
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communication [2]. The coexistence of different services with
diverse QoS requirements, especially eMBB and URLLC, on
the same frequency spectrum and infrastructure, is a major
challenge [3]. To support these diverse requirements simul-
taneously, the wireless networks should be agile, software-
based, and demand-oriented [4]. To this end, network slicing
has attracted a lot of attention from both industry and academia
[5]. By network slicing, the infrastructure is partitioned into
several logical slices, and each of them provides a different
service with diverse QoS requirements [5].

Due to the end-to-end (E2E) nature of the QoS, network
slicing should be done in an E2E manner from the radio access
network (RAN) to the core network (CN) [3], [6]. An E2E
slice consolidates diverse resources, including radio resources
in RAN, the backhaul/fronthaul links’ capacity, and processing
and networking resources in CN for delivering services to
end-users [7]. Because of the requirement of E2E QoS, it is
necessary to ensure QoS both in RAN and CN. To guarantee
QoS in RAN, resources including frequency spectrum and
transmit power in the RAN should be allocated to the users to
send their data packets to the base station successfully. And
at the CN, the necessary network resources (e.g., computing
resources, link capacity) need to be allocated accordingly.

Network function virtualization (NFV) is a promising tech-
nology to realize CN slicing. In NFV, network functions are
treated as virtual network functions (VNFs) performed on
commodity servers provided by mobile edge or cloud com-
puting. A sequence of VNFs connected by virtual links forms
service function chains (SFCs) to provide a specific service
[8]. To provide each SFC, the processing and networking
resources should be allocated to them. To allocate processing
resources, the CPU cycles of servers are allocated to VNFs,
and to allocate networking resources, virtual links between
VNFs are embedded on physical links connecting servers [8].

On the other hand, energy consumption by information and
communication technology is a very pressing concern and
has many environmental, economic, and performance impacts
[9]. Therefore, an efficient resource allocation approach that
minimizes energy consumption would be desirable [9]. Fur-
thermore, the mobile virtual network providers (MVNOs) who
lease the resources from mobile network operators (MNOs)
should pay the cost of utilized resources to MNOs. Therefore,
minimization of cost for the utilized-resources is an important
goal in the design of resource allocation schemes.

The E2E network slicing for coexisting eMBB and URLLC
services, minimizing the energy consumption as well as the
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cost of utilized resources are grand challenges for beyond
5G/6G networks. In this context, we study the problem of
E2E network slicing to minimize the energy consumption and
the cost of utilized resources for eMBB and URLLC services.
The maximum E2E tolerable latency is considered to be the
QoS requirement for URLLC users. And for eMBB users, two
QoS metrics are defined: minimum data rate requirement in
RAN and the maximum E2E tolerable latency.

A. Related Work

The existing research work on network slicing in 5G and
beyond [10]- [29] can be classified into: i) work that only
considered RAN slicing to guarantee QoS in RAN, ii) work
that only investigated CN slicing to assure QoS in CN, and
iii) work that studied E2E slicing to assure E2E QoS.

Specifically, in [10]- [15], radio resource allocation for
RAN slicing was addressed. A single-cell cellular network was
considered in [10]- [13]. The authors in [10] proposed a deep
reinforcement learning framework to maximize the total data
rate of eMBB slices such that the reliability of URLLC users
is guaranteed. Also, to reduce the impact of URLLC slices
on the eMBB ones, the variance of data rate for the eMBB
slices is minimized. Likewise, in [11], a heuristic algorithm
was proposed to allocate sub-channels to eMBB and URLLC
slices in such a way that the minimum data rate is satisfied for
both eMBB and URLLC users. In [12], two different resource
allocation problems were defined for eMBB and URLLC
slices. For the eMBB slice, the optimization problem aims at
maximizing the total data rate, and the optimization problem
for the URLLC users maximizes the number of admitted
packets and minimizes the loss rate of eMBB users. The
authors in [13] proposed an optimization-based algorithm for
sub-channel allocation to eMBB users and scheduling URLLC
users to maximize the total data rate of eMBB users. The
RAN slicing for multi-cell cellular networks was investigated
in [14]- [15]. In [14], considering two different slices, one
with a data rate requirement and the other with a low-latency
requirement, a deep reinforcement learning framework was
proposed to maximize the total data rate. Likewise, the authors
in [15] studied the coexistence of eMBB and URLLC slices in
a multi-cell cellular network. A deep reinforcement learning
method was proposed for sub-channel allocation to maximize
the total data rate of eMBB and URLLC users.

For CN slicing, the NFV resource allocation problem was
studied in [16]- [23]. In particular, in [16], the servers and
links are allocated to SFCs to maximize the number of
admitted SFCs and minimize utilized resources. Also, heuristic
algorithms were proposed in [17]- [18] to minimize the
number of utilized servers. In [17] and [18], the maximum
tolerable latency in CN was defined as the sum of processing
time on servers and transmission time on links. The research
works [19]- [21] considered the problem of minimizing the
latency in CN. The latency minimization problem in [19]
was defined as a mixed-integer linear programming problem,
which was solved by a heuristic algorithm. The problem of
minimizing the latency and link bandwidth consumption and
maximizing server load rate in [20] was defined as a multi-
objective problem. The authors in [20] proposed a heuristic

algorithm based on the breadth-first-search method to solve
this problem. Furthermore, the authors in [21] defined an
optimization problem to simultaneously minimize latency and
energy consumption. Latency in [21] was defined as the
summation of the processing time of VNFs and transmission
time on physical links. The authors in [22] proposed an online
heuristic algorithm to maximize the number of admitted SFCs
satisfying the transmission latency requirement. In [23], an
approximation-based algorithm and a heuristic algorithm were
proposed to minimize the total energy consumption and cost
of utilized resources.

The E2E network slicing problem was studied in [24]-
[33]. Specifically, in [24]- [26], the E2E slicing problem
was investigated for cloud-RAN networks. In [24], network
slicing was considered jointly for RAN, fronthaul link, and
cloud (for embedding the baseband units’ functionalities). A
joint RAN bandwidth and cloud processing power allocation
algorithm was proposed to minimize the E2E energy con-
sumption subject to the E2E latency requirement for all users.
Likewise, in [25], two different slices, namely, mission-critical
and non-critical slices, were considered. A genetic algorithm
was proposed to associate remote radio units with baseband
units to minimize latency and load balancing. Also, in [26], a
reinforcement learning method was proposed to minimize the
operational cost of the MNO, where the agent decides about
SFC embedding and configuration. Moreover, the E2E slicing,
including RAN and CN, was investigated in [27]- [33]. The
authors in [27] proposed a framework for jointly RAN, CN,
and transport network slicing and studied the impact of this
E2E slicing on RAN protocols. No mathematical framework
was proposed for the E2E slicing in [27]. In [28], two QoS
metrics were considered for all slices, including the data rate
requirement in RAN and the E2E latency requirement. The
E2E latency was obtained as the summation of RAN and CN
latency; however, the CN latency was assumed to be constant.
A learning approach was proposed for base station assignment
to users in order to maximize the network throughput and
minimize the handoff cost. In [29], two different slices were
considered: a rate-constrained slice with data rate requirement
and a delay-constrained slice with E2E latency requirement. In
the RAN, each user is assigned to one base station, and then
base stations transmit their associated users’ requests to the
CN. And in CN, the required VNFs are performed to provide
users’ SFCs. The objective of the optimization problem was
to maximize the number of admitted users, and it was solved
by using a deep Q-network approach.

The study in [30] focused on end-to-end slicing, which
includes joint slicing of RAN and CN. Specifically, the study
examined the impact of joint slicing on minimizing operational
costs, where the optimization process involved the allocation
of sub-channels in RAN and the selection of paths for users’
packets in CN. In the study presented in [31], the authors
investigated joint slicing of the RAN and CN. In this approach,
base stations in the RAN are represented as virtual base
stations embedding on physical base stations, and in the CN,
a set of VNFs for each slice are embedded on general-purpose
servers. In [32], the concept of E2E slicing is explored within
the context of an information-centric network (ICN). Within
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this network, the ICN cache enabler and ICN gateway are
implemented as virtual functions on general-purpose servers.
It is assumed that the ICN cache enabler is deployed on
the mobile edge computing servers to ensure proximity to
the end-user, while the ICN gateway is deployed within the
cloud. The stated optimization problem in [32] involves binary
variables that allocate servers for the aforementioned functions
and binary variables that determine the physical links required
to establish a connection between them. The objective was
to minimize the utilization of processing resources in both
the mobile edge computing and cloud while simultaneously
maximizing service quality. The authors in [33] proposed a
deep reinforcement learning (DRL) method to maximize the
MNQO’s revenue by jointly optimizing the resources in RAN
and CN. In [33], for each user, an E2E tolerable latency
was considered as a QoS requirement. Also, for each slice,
a minimum data rate constraint is assured such that the total
achieved data rate of each slice should not be less than a
minimum requirement. It is worth mentioning that a total data
rate requirement was considered for each slice which may
violate fairness in RAN among users of each slice.

The differences between our work and the existing works
on E2E slicing are summarized in Table 1.

B. Contributions

The majority of existing research on network slicing has
focused only on slicing in either the RAN [10]- [15] or the
CN [16]- [23]. However, given the E2E nature of 5G and
beyond networks, it is a necessity to consider E2E slicing,
which encompasses slicing in the RAN, backhaul or fronthaul
links, and CN, in order to adequately support heterogeneous
services for 5G and beyond [7]. In previous generations of
wireless networks, the RAN was deemed a bottleneck in
ensuring E2E QoS due to technological limitations, such as
the maximum user power and frequency bandwidth. E2E QoS
refers to the requirement that QoS be guaranteed across all
network components, including the RAN and CN. However,
in 5G, advancements in RAN technologies have significantly
diminished the limitations of the RAN, thereby making both
the RAN and CN influential in achieving E2E QoS. Conse-
quently, it is necessary to study RAN and CN technologies
jointly. Based on this realization, we can conclude that in order
to ensure E2E QoS for users, the allocation of radio resources
in the RAN and the processing resources and bandwidth of
physical links in the CN should be performed in a collab-
orative manner. Particularly in applications with low latency
requirements, as latency is a crucial aspect of E2E QoS, neither
the RAN nor the CN alone can fulfill this demand. According
to Ericsson [35] and Nokia [36] reports, half of the tolerable
latency is related to the RAN and the other half is related to
the CN. Therefore, to guarantee the E2E latency for users, it
is essential to jointly slice and allocate resources in the RAN
and the CN.

Given the significance of E2E slicing, this paper investigates
the effects of E2E slicing on energy consumption and the cost
of utilized resources. To the best of our knowledge, this is the
first work studying E2E slicing to minimize the E2E energy

consumption and the cost of utilized resources considering the
E2E latency for both eMBB and URLLC slices. Specifically,
in this paper, we answer the question of whether joint slicing
of RAN and CN can improve the network performance and
by how much. In doing so, simulation results validate that
E2E slicing surpasses disjoint slicing (i.e., slicing of RAN and
CN independently) in terms of energy consumption and cost
of utilized resources, exhibiting an improvement of 34% and
24%, respectively. In light of these findings, it is evident that
E2E slicing offers superior performance in terms of energy
efficiency and resource utilization cost over disjoint slicing.

More specifically, similar to [10]- [13], we consider the
coexistence of eMBB and URLLC slices. Also, similar to
[16]- [23], we employ NFV technology for CN slicing. We
assume that in the RAN, the MNO’s resources, including
base stations and frequency spectrum, are shared among slices.
Additionally, it is assumed that the CN resources, including
servers and links, are provided by a cloud belonging to the
MNO and are shared among different slices.

Complementing [10]- [23] which consider either RAN slic-
ing or CN slicing, in this work, we study the E2E slicing with
joint slicing of RAN and CN. In contrast to [27], we propose
a mathematical model for E2E network slicing. In comparison
with [28], we define E2E latency as the total latency in RAN,
backhaul link, CN, and data transport networks. In [28], the
CN latency was assumed to be constant, while in our work,
the CN latency depends on the processing power and physical
link allocation in CN. Although in [29] data rate requirement
was considered for the rate-constrained slice and E2E latency
was decomposed into disjoint RAN and CN latency for the
delay-constrained slice, we define E2E latency as an E2E QoS
requirement for both eMBB and URLLC slices. Compared to
[33], we consider the coexistence of eMBB and URLLC slices,
where an E2E latency requirement is assured for all users,
and due to the high data rate requirement of eMBB users, a
minimum data rate is guaranteed for each eMBB user. The
major contributions of this paper are summarized as follows.

o Considering the coexistence of eMBB and URLLC ser-

vices, we present a system model in which both RAN
resources, including sub-channels and power levels, and
CN resources, including processing and networking re-
sources, are allocated to users to provide the E2E QoS.

o In this paper, we focus on minimizing the E2E energy

consumption and the cost of utilized resources such that
a minimum data rate requirement for eMBB users in
RAN and the E2E latency requirement for both eMBB
and URLLC users are met. To do so, we define the
E2E energy consumption by summing up the energy
consumption of each network component. This is calcu-
lated by multiplying the latency of each component with
its corresponding power consumption. The E2E latency
is the sum of latency in RAN, the backhaul link, CN,
and transport networks. Moreover, the cost of utilized
resources is defined as the unit price for RAN resources,
including sub-channels, and CN resources, including pro-
cessing and networking resources.

o The multi-objective E2E energy consumption and utilized

resource cost minimization problem is formulated as
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power links processing transmission
24 C-RAN min. energy consumption - N - + - N -
£y P!
25] C-RAN min. delay & load ) B B B B B } B
i} ' balancing
[26] C-RAN min. MNO’s operational ) _ _ N o _ B _
cost
[27] | RAN & CN - - - - - - - - -
[28] | RAN & CN mgx; theonshput Semin: \-" - - - - v constant constant
handoff cost
29 RAN & CN max. access rate N ~ + ~ v N v
[
30 RAN & CN min. operational cost - + - - + - -
P
[31] | RAN& CN min. utilized resources \ B B 3 9 B \ N
cost
[32] ION max. service quality ) ~ _ N N _ . N
) ) min. utilized resources
33 RAN & CN max. MNO’s utility - ~ X R ! v i R
ty
our min. energy consumption .
work RAN & CN | min. utilized resources - A \.‘ R g v R R
cost

TABLE I: Differences of our work and existing E2E slicing works

a mixed-integer non-linear programming problem. For
RAN slicing, the sub-channel and power are allocated
to users of different slices, and in CN, processing, and
networking resources are allocated to users’ data packets.
To address this problem, we propose the iterative Joint
Radio and Core Resource Allocation (JRCRA) method.

e We compare the performance of JRCRA with the dis-
joint case via simulation results. The simulation results
confirm that the JRCRA algorithm decreases the total
energy consumption to 34% and the total cost to 24%
compared to the disjoint case. These improvements are
because of jointly considering the power control and sub-
channel allocation in RAN and server and physical links’
bandwidth allocation in CN. Furthermore, for JRCRA,
the latency constraint is defined as an E2E constraint,
whereas in the disjoint case, half of the E2E latency is
considered for both RAN and CN. Besides, the simulation
results illustrate an optimality gap of 8% to 28% when
JRCRA performance is compared to the optimal solution
obtained from the exhaustive search method.

C. Paper Organization

The rest of this paper is organized as follows. In Section
II, we introduce the system model and notations. The E2E
energy consumption model and the cost model for utilized
resources are described in Section III. In Section IV, the
problem of minimization of E2E energy consumption and
cost of utilized resources is formally stated. The JRCRA
algorithm is presented in Section V. Finally, the simulation
results and conclusion are presented in Section VI and Section
VII, respectively.

II. SYSTEM MODEL, ASSUMPTIONS, AND NOTATIONS

We consider uplink transmissions in a cellular network in
which an MNO partitions its resources to E2E slices and rents

them to MVNOs to provide eMBB and URLLC services to the
end-users. Each of the E2E slices consists of RAN resources,
including sub-channels and power levels, and CN resources,
including the processing and networking resources. In what
follows, we define the notations used for RAN and CN.

A. Radio Access Network

In RAN slicing, the resources including base stations (BSs)
and sub-channels (SCs) are shared among different slices.
For uplink transmissions, the coverage of a specific area is
provided by a set of BSs, i.e., B={1,2,---, B}. We assume
that the users are already associated with the BSs based on,
for example, the reference signal received power scheme. We
denote the BS serving user ¢ by b; and the set of users
served by BS m € B by U™. The total bandwidth of W
is divided into a set of SCs, C = {1,2,--- ,C} shared by all
slices through orthogonal frequency-division multiple access
(OFDMA). Accordingly, the bandwidth of each SC k is equal
to Wk = % There are two eMBB and URLLC slices denoted
by G = {e,u}, where e and u, respectively, stand for eMBB
and URLLC. The BSs serve a set of eMBB users denoted by
U, ={1,---,U.} and a set of URLLC users represented by
U,={1+U., - ,U, + U.}. The set of all users is denoted
by U = U, UU,, and the total number of users is U = U+ U,,.

Let p¥ and hf, . denote the transmit power of user ¢ and the
path-gain from user ¢ toward BS m € B at SC k, respectively.
The binary variable a¥ denotes the SC allocation to user i.
If SC k is allocated to user i, a¥ = 1, otherwise a¥ = 0.

UxC UxC
Let us consider P = [pﬂ and A = Jak as the

matrices of all transmit power levels and SC allocation of
users, respectively, the received SINR at BS b; corresponding
to the signal transmkittzd by user ¢ on SC k would be given

Pihiy,
by 7¥(A,P) = 27
y 7 (A, P) T+ o?

2

where o} is the noise power at

’
i
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BS b; and If = .gb‘ afpkhk, is the interference due to the
j k2
transmissions of users in other cells.
The data rate of eMBB user 7 € U, on SC k is obtained by

Shannon’s capacity formula as

RF = WFlog, (1 +4F), Viel,. (1)

Shannon’s capacity can be approached when the blocklength
of channel codes goes to infinity. However, the short block-
length and reliability of URLLC services cannot be captured
by Shannon’s capacity. Hence, the data rate of URLLC user
1 € U, is obtained by finite blocklength capacity formula as
[37]

o
Ri =w* l10g2(1 +95) - \/?Ql(f) log, 61 o Vi€ Uy,
2

where Q7!(e) is the inverse of Gaussian Q-function, L is the
blocklength in symbols, V;¥ =1 — (1 + ’yf)_2 is the channel
dispersion. Thanks to the good channel quality and high SINR
in URLLC, V¥ can be approximated as V¥ ~ 1 [38]. Finally,
€ is a predefined threshold of decoding error probability to
satisfy the reliability requirement of URLLC service [38].
Specifically, there exists an inverse correlation between the
value of € and the level of reliability that is demanded. In order
to fulfill a severe reliability requirement such as 99.9999, a low
value is assigned to ¢, i.e., € = 105, thereby, the URLLC user
must transmit with more power to obtain a higher data rate.

B. Core Network

For the CN, assume that there is a cloud to provide CN
resources that is modeled as a directed graph Graph = (V, L),
where V is the set of servers and L is the set of directed links.
The server set, V can be further categorized into three disjoint
subsets, i.e., V = {AC,TR,N} with AC representing the
access switches (source nodes), 7R representing the transport
switches (destination nodes)!, and " as the processing servers.
Each processing server n € N has a maximum processing
capacity, denoted by C)"** defined in terms of CPU cycles per
second. Also, the maximum traffic that can be carried by each
bi-directional link [ € £ is limited to B;"®* bit per second.
The access and transport switches do not have any computation
capability and they only forward traffic.

Since users of each slice receive the same service, they
have the same SFC. Each SFC consists of several differ-
ent VNFs in a given order interconnected by virtual links.
Let S; = {1,2,---,J;} denote the SFC for user i, where
Silj], 7 € [1,2,---,J;] denotes jth VNF of user i’s SFC.
Furthermore, each SFC S; originates from a specific source
node and ends at a destination node denoted by s; € AC and
d; € TR, respectively. Although the SFC is the same for
each service and users of each slice have the same SFC, the
NFV resource allocation to users’ SFC will vary depending
on the network conditions, users’ geographical location, and
users’ traffic load [8]. These factors necessitate performing

! Access switches connect BS to CN and transport switches connect CN to
the transport networks.

@ NF, NF,
B [, Data Network
@ ; N; Interface NF, N Interface
I I ] I
TR.\\ Thh TC\ TT\

Fig. 1: Total one-way latency in the network.

NFV resource allocation per user basis in the CN [8]. Hence,
similar to [20] and [39], we perform NFV resource allocation
per user basis in the CN.

To describe the embedding of the SFCs on the commodity
servers and physical links, we define the binary variable z%’
to indicate the embedding of jth VNF of user i’s SFC on
server n € N. If server n € N is chosen to perform jth
VNF, 2/ = 1, otherwise, 2%/ = 0. Also, ylij+1 is a binary
variable that represents the allocation of physiéal link [ to the
virtual link between jth and j + 1th VNFs of user ¢’s SFC.
If physical link [ is chosen to embed the virtual link between
jth and j + 1th VNFs of user ¢’s SFC, ylin = 1, otherwise,

y;Hl =0.
J

III. MODELING OF E2E ENERGY CONSUMPTION AND
CoST OF UTILIZED RESOURCES

A. E2E Energy Consumption

We define the E2E energy consumption as the product of
power consumption and latency [40]. In cellular networks, the
users’ E2E latency is the latency for receiving a packet by
the destination [41] which involves a latency in all network
components including RAN, backhaul, CN, and transport
network (TN) [41]. To the best of our knowledge, none
of the existing research works has investigated E2E latency
constraint, including RAN, backhaul, CN, and TN in resource
allocation problems for eMBB and URLLC services.

As shown in Fig. 1, the one-way latency of user ¢ is a
summation of latency in RAN for transmitting a packet from
user i to BS (TFAN), backhaul latency for transmitting a
packet from BS to CN (TM), the latency in CN for processing
and transmitting a packet (7.°N), and latency of the data
packet transportation to the external data networks through
TNs (T;'N) [41]. Therefore, user i’s one-way latency is given
by Ty = TRAN 4 7P 4 TEN 4 TN [41]. In what follows,
we describe the calculation of each component of one-way
latency in more detail.

1) TZRAN is the sum of propagation latency, processing time
at user ¢ and BS b;, queuing latency, and transmission
time. The transmission time is the time for transmission
of each packet between user ¢ and BS b;. Assuming D;
as the packet size in bits, the transmission time for each

i

data packet is given by . Therefore, considering

> a; R}
kecC
a constant value 7; for other components of RAN latency,
D;
RAN _ i
we have T} = =558 i
> ai R

keC

Authorized licensed use limited to: Oulu University. Downloaded on January 18,2024 at 07:12:00 UTC from |IEEE Xplore. Restrictions apply.

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Mobile Computing. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TMC.2023.3341810

2) The backhaul latency is equal to the time for transmitting
a data packet from BS to CN and given by TP" =
D;/Cbh™?* in which Cbh™?* is the maximum capacity
of the backhaul link.

3) To obtain TCN as the time to perform required network
functions (per packet) in CN, we need to calculate the
latency to process each data packet, TiCN’pC and latency
of transmitting packets from the access switch to the
transport switch, 7O that is TON = TONPC 4
TZ»CN’link To calculate TCN’pC, similar to [42], for sim-
plicity but without loss of generality, we assume that the
processing latency of server n for a CPU cycle is given
by TnC NPC — 1 /Cmax ) where M is the maximum
capacity of server n in terms of CPU cycles per second.
Assuming each bit of a packet requires C; CPU cycles,
the processing latency to process a data packet of user ¢ in
CN is obtained by T NP¢ = 3= 37 2k CyD Ty 1P,

neN jeS;
Furthermore, is the latency of physical links
for transmission of a packet between access and trans-
port switches. We assume that the links’ bandwidth are
allocated to users according to statistical multiplexing”
[43]. Therefore, similar to [42], the transmission latency
for transmitting one bit of each packet is calculated as
J}Cbl\llthnk = 1/B™*, where, B*®* is the maximum
bandwidth of physical link | € L. Accordingly, the
latency on links between access and transport switches
is giVGIl by CzwiCN,hnk _ Z Z ylZH—lD :Zwlcbljfthnk
leLjeS\{J:} 7

4) TN is the latency of data transmission between CN and
the external data networks®. For simplicity, we assume
TTN as a constant value.

TiCN,llnk

Accordingly, the one-way latency for each data packet of user
i can be expressed as

D; D; c in
Ti= 7o+ o + g 10 £ T TN
kee e TEN
TRAN '

3)

To calculate energy consumption, we multiply the latency
of each component in (3) and its corresponding consumption
power. The energy consumption to transmit a data packet of
user i, F; is obtained by F; = ERAN 4 pgbh 4 pON 4 TN
The energy consumption for user 7 in RAN, ERAN consists
of energy consumption to transmit a data packet from user
i to BS b; and a constant energy consumption denoted by
E$°" for the other components in RAN. Therefore, the
corresponding energy consumption for RAN is calculated by
ERAN — k DY akpk + Egons, where Y afpF is the

> 4Ry jec kec

kec
total transmit power of user ¢ for transmitting a data packet to

BS b;.

2In a statistically multiplexed link, users’ traffic can be transmitted simul-
taneously [43].

3Note that, if transmitting and receiving users are served by the same BS,
TZ-TN is set to zero [41].

The energy consumption of user ¢ in the backhaul is
¢ bh bh
T mae Do » Where pp:

me

expressed as EPP = is the transmit

power of BS b; to transmit a data packet to CN via backhaul
link. The energy consumption for network functions in CN is
given by EZ»CN TCN P¢p,., where p,, represents the power
consumption of server n € N, Additionally, E;'N is assumed
to be the energy consumption of TNs for transmitting data
packets from CN to external data networks. Note that the
constant energy consumption components, including E$°"S,
EPPand ETN do not depend on the decision variables, so
they do not have any impact on the objective function of the
optimization problem, therefore, for simplicity, we drop these
constant components in E; hereafter. Accordingly, the energy
consumption can be expressed as

CN ,pPC~

kRk D aipl + TP @)

v keC

Bi=

kGC

B. Cost of Utilized Resources

To provide end-users with the required service, a MVNO
should lease RAN and CN resources from the MNO. To
calculate the cost of utilizing RAN resources including SCs,
we introduce a unit price component for allocation of each
SC k to users of slice g as costy’,. Hence, slice g should
pay > cost® ,fczlC for each end- user i. Therefore, costRAN

keC
3 ak.

> costy’
kecC 1€U,

Moreover, to calculate the cost of utilized CN resources,
the cost of CN resources is expressed as the unit price of
each CPU cycle of servers’ processing capacity (denoted by
costghy), and the unit price for transmitting each bit per
second over physical links is denoted by cost;. Hence,
the cost of CN resources used by each slice g ’s users is

calculated as costS™ = 3 costPr Y N @iiCiD; +

_ neN i1€UG FES;
l% cost_lqlf}k ooy Z/lj+1Di~ Accordingly, the total cost
€

€Uy jeS\{J:} 7
of each slice g for utilizing resources is expressed as costy =
costgAN + costh.

IV. PROBLEM FORMULATION

In this section, we formally state the optimization problem
of minimizing the E2E energy consumption and utilizing
resources cost under the E2E latency constraint for each user.
In this optimization problem, a number of constraints need
to be satisfied. These constraints can be classified into three
categories: resource constraints for RAN, resource constraints
for CN, and QoS requirement constraints, which are explained
below.

A. Resource Constraints for Radio Access Networks

The maximum transmit power of user ¢ for transmitting data
packets to its serving BS b; is limited to p;***, so we have

Za’ipz

keC

“Note that it is assumed that there is no energy consumption on physical
links.
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The OFDMA technology imposes the following constraint
which means that each SC is allocated to at most one user
at each cell:

C2: Zafgl,

ieum

The maximum capacity of backhaul link, denoted by C'bh™®,
satisfies the following constraint:

C3: Y ) afRy < CoR™, 7

€U keC

B. Resource Constraints for Core Networks
For embedding the SFCs, only one server should be allo-
cated to each VNF j € S; for SFC of each user ¢, that is
C4:> ap =1, Viel, VjeS. )
neN
We assume that every VNF of each SFC should be mapped
to a different server. Therefore, we have
C5:) afl <1, VieU, YneN. ©)
JES:

Each server has limited processing capacity. The processing
capacity limitation of servers, that implement the VNFs, is
represented by

C6 : Z Z e ZafRf < opex,

ieU jES; kec

Vn € N. (10)

Let £S5 and £ denote the outgoing links and incoming
links from/to server n. The following constraint enforces flow
conservation, i.e., the sum of all incoming and outgoing traffic
in the servers that do not host VNFs should be zero. Therefore,
the flow conservation constraint for routing data packets from
the access switch to the transport switch should be considered;
that is,

) i i o4 gl
C7: E Yyt — E Yrr = ! — a7
J J

leLout leLin
Vi e U,Yn e N,Vj e S;\{J:}.

(1)

The constraint related to the maximum bandwidth of the links
carrying the data packets is given by

C8: Z Z ylijjﬂza?RfﬁBfnaxa

i€U jeS\{J;} keC

VieL. (12)

C. Constraint on QoS Requirement

The QoS requirement for URLLC user ¢ € U, is defined as
the maximum E2E tolerable latency. On the other hand, the
QoS requirement for eMBB users is described by the minimum
data rate in RAN and the maximum E2E tolerable latency.
Thus, to ensure a minimum data rate for eMBB users in RAN,
we define the minimum data rate (denoted by RI™") constraint
as follows:

C9: > afRf > RM",
kecC

Vi Gue (13)

Also, we define the following E2E latency constraint for all
eMBB and URLLC users:

Cl0: T, <T™, Viel. (14)

C10 means that the one-way E2E latency for transmitting a
data packet from user ¢ to the external data networks should
not be larger than a maximum tolerable latency.

For E2E slicing, since minimizing the E2E energy consump-
tion as well as the cost of utilized resources is of interest, the
objective function is expressed as

E E;, min E costyg.
4 APX)Y
ieU geg

APXY (15)
Since energy consumption and utilized resources cost have
different dimensions, based on (15) and using a weighted sum
[44], we can have a normalized single objective function as
follows:
> costy
) 9geg
cos

> B

ieU

F(AP,X.Y)=a| S

+ (]‘ - fmax )
(16)
where 0 < o < 1 is a weighting factor that reflects
the relative importance of energy consumption and utilized-
resources cost [44]. Besides, £E™®* and cost™?* reflect the
maximum value of energy consumption and cost of utilized
resources, respectively.
Therefore, the problem of minimizing the E2E energy
consumption and utilized-resources cost is formally stated as

L0 F(A,P,X,)Y)

s.t. C1,C2,C3,C4,C5,C6,C7,C8, C9, C10,
Cll:af €{0,1}, VielU, Vkec,
C12: pf >0, Vielu, vk €, a7
C13:z;7 €{0,1}, Viel,

Cld:y, €{0,1}, VIeL, Viel,

vj € Si\{Ji},

where C11 shows the binary nature of the SC allocation
variable. C12 represents that the transmit power on each SC
should be a non-negative value. Finally, C13 and C14 indicate
the binary nature of the server and physical links allocation
variables, respectively.

V. PROPOSED JOINT RAN AND CN RESOURCE
ALLOCATION ALGORITHM (JRCRA)

Problem (17) is complex because i) there are integer and
continues variables, ii) the objective function and constraints
C3, C6, C8, C9, and C10 are non-convex, and iii) there
are many numbers of constraints. For these reasons, we
decompose problem (17) into two sub-problems, namely, RAN
resource allocation (RRA) and CN resource allocation (CRA)
problems. It is worth mentioning that in the RRA problem,
radio resources (i.e., power levels and SCs), and in the CRA
problem, the resources of core networks (i.e., servers and
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physical links) are allocated to users. By doing so, given X
and Y the RRA problem is expressed as

min F(A, P, X)Y)
A,P

(18)
s.t.  C1,C2,C3,Ce6,C8,C9, C10,C11, C12,
and given A and P the CRA problem is formulated as
min F(A,P,X,Y)

s.t.  C4,C5,C6,C7,C8, C10, C13, C14.

Although (18) and (19) are decomposed sub-problems of
(17), there are constraints C6, C8, and C10 which are common
in both sub-problems, and these constraints make (18) and (19)
to be coupled. Iteratively solving the sub-problems (18) and
(19) gives a sub-optimal solution to the main problem (17).
In fact, the existence of constraint C10 in both sub-problems
(18) and (19) gives us a degree of freedom to have more
choices for the amount of tolerable latency in RAN and CN.
By doing so, the value of 7" is flexibly divided between RAN
and CN based on the resource allocation in them. However,
if we want to solve sub-problems (18) and (19) disjointly,
we have to consider part of the value of T}* (for example,
1T as a tolerable latency in RAN and part of it in CN.
Furthermore, constraints C6 and C8 make CN resources more
efficiently allocated to users, because if sub-problems (18) and
(19) are solved disjointly, we have to set the value of the data
rate in constraints C6 and C8 in sub-problem (19) equal to a
predetermined value. While this value may be very far from
the value obtained from power control and SC allocation in
RAN.

Moreover, via simulation results, we show that iterative
solving of sub-problems (18) and (19) improves energy con-
sumption by 34% and the cost by 24% compared to the disjoint
case. In the disjoint case, sub-problems (18) and (19) are
solved disjointly by placing fixed values for the data rate in
constraints C6 and C8 and placing half of 7! in the RAN
and half in the CN as a tolerable latency in constraint C10.

A. Solving the RRA Sub-Problem

It is proved in [45] that the power control and sub-channel
allocation problems to minimize the total transmit power and
maximize the total data rate are NP-hard. Ignoring the cost ob-
jective function in (15), the energy consumption problem can
be regarded as a multi-objective problem to jointly minimize
total transmit power and maximize total data rate. According
to [45], both of these problems are NP-hard. Therefore, it can
be concluded that problem (18) is also NP-hard.

To tackle this difficulty, we decompose the RRA problem
(18) into two SC allocation and power control sub-problems.
In other words, we solve this problem in two steps. In the
first step, for a given power control, the SC allocation is
performed, and in the second step, for a given SC allocation,
the power control is performed. The output of each step is
the input of the other step, i.e., A(0) - P(0) = --- —
A(t—1) —» P(t—1) — A(t) — P(t), where t > 0 is
the iteration number, A(t) and P(t) are the optimal values
at iteration ¢. A(t) and P(t) are obtained by solving the

convex transformation of corresponding optimization problems
which is explained below. The iterative procedure stops when
| A(t) — A(t —1) |< € and | P(t) — P(t — 1) |< ey, where
O0<ep<<land 0 < ey < 1.

1) Sub-Channel Allocation Sub-Problem: The SC alloca-
tion sub-problem is formulated as

n}éin F(A) st C1,C2,C3,C6,C8,C9,C10,Cl11.
(20)
Because of the binary nature of the SC allocation variable (i.e.,
af), problem (20) is NP-hard. Therefore, to overcome this dif-
ficulty, similar to [47] and [48], we replace the binary variables
constraint C11 in (20) by following equivalent constraints:

CI1.1: af — (a¥)?) <o,
gé( ) 2D
Cl1.2: 0<af <1, Viel, VkeC.

By substituting the binary constraints C11 in (20) with con-
straints C11.1 and C11.2 in (21), problem (20) is transformed
into a non-convex problem (due to constraint C11.1). The
following theorem is for handling the constraint C11.1.

Theorem 1. For a sufficiently large value of X\ > 1, problem

(20) is equivalent to
)+ A S (ot~ (a)”)

€U keC
st Cl,02,C3,C6,C8,C9,C10,C11.2,

min F(A
A

(22)

where \ acts as a penalty factor to penalize the objective
function for any a¥ that is not equal to 0 or 1.

Proof. The proof is given in Appendix A. |
Let f(A) = F(A) + 2> Y af and g(A) =

, iel kee
A>3 (a¥)”. Therefore, the objective function of problem

i€l keC
(22) can be written as the difference of two convex functions

f(A) and g(A). Therefore, problem (22) is a DC program-
ming problem. The majorization-minimization approximation
method is a well-known method for approximating DC func-
tions [49] as convex ones. One approach to do majorization-
minimization approximation is the first-order Taylor approx-
imation method. In the first-order Taylor approximation, the
function f(z) is approximated as

f(x) = f(Z) + Vo f (@) (2 — Z),

where T is a feasible initial point. Using (23), function f(x)
becomes a linear function.
To convexify the objective function of (22), we approximate

g(A) =AY Z (a ) by its first-order Taylor approxima-
i€U ke
tion as g(A) = g(A(t —1))+Vag(A(t—1))(A-A(t - 1)),
where A(t — 1) is optimal SC allocation of previous iteration.
By doing so, problem (22) can be rewritten as

)+>\ZZaf

ieU keC
- A Z Z 2akak

— (af (t = 1))?]
icU keC

st.  C1,02,C3,C6,C8,C9, C10, C11.2.

(23)

min F(A
A

(24)
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Problem (24) is a convex optimization problem and its optimal
solution can be obtained by interior-point [51] method or using
CVX toolbox [52] in polynomial time.

Proposition 1. The optimal solution of problem (24) at each
iteration t provides a tight upper bound and local optimum
for problem (20).

Proof. The proof is given in Appendix B. |

2) Power Control Sub-Problem: The power control sub-
problem is expressed as

min F(P) st C1,03,C6,08,C9,C10,C12. (25)

The power control sub-problem (25) is a non-convex prob-
lem due to i) the non-convexity of data rate functions defined
in (1) and (2), ii) the objective function is non-convex, even if
the data rate function is a concave function since the objective
function is defined as the summation of fractions that there is
no solution to solve such problems, and iii) the constraints C3,
C6, and C8 which represent, respectively, the backhaul link
capacity, the servers processing capacity, and the physical link
bandwidth constraints are non-convex, even if the data rate
function is a concave function. In what follows, we deal with
each of these difficulties.

(a) Non-convexity of data rate functions in (1) and
(2): The data rate function of eMBB users, (1),

can be written as the difference of two con-
vex functions as RF = WPF[f(P)— g(P)], where

f(P)=log, <p?hf,bi + Zb pihk,, and g(P)=
Jgubi

2
+ 0y,

1og2< > pihk, +op |. Also, the data rate func-
JEUs '

tion of URLLC users, (2), can be written as Rf =

W [F(P) - Wk\f o

ify the data rate functlons we appr0x1mate function g(P)
by employing the first-order Taylor approximation in
(23).

(b) Non-convexity of the objective function in problem (25):

> aipy

> kRk kec

keC

which defines users’ energy consumption for transmission

of a data packet in RAN, the objective function is non-
convex. It can be easily observed that the derivative of
energy consumption with respect to the user’s transmit
power is positive which implies energy consumption
increases with increasing of transmit power. Thus, the
minimal energy consumption for sending a data packet
can be obtained if the minimal transmission power is
applied. Furthermore, according to the constraint C10 of
problem (25), which guarantees the maximum tolerable
latency of user ¢, the transmission latency for sending a
packet to BS for user i is upper bounded by T — (;

€) log, e. To convex-

Due to the existence of equation

h _ TCN pc TCN Jlink TTN

where (; Cbhmax ] + T,

ie., ZT’;R’“ < T — (;. Therefore, the energy
keC

consumption of user ¢ for transmitting a data packet

in RAN, i.e., 5 k‘Rk Z ak pZ is approximated as
a
kEC
(T —¢i) Y- alp}
keC

(c) Non-convexity of constraints C3, C6, and C8: To over-
come this difﬁculty, inspired by [50] we introduce auxil-
1ary variable v, Vi € U, Yk € C. We substitute R¥ by

v¥ in the ObjeCtIVC function and constraints C3, C6, and
C8, C9, and C10. Also, to handle the auxiliary variable

Vf , we add the following constraint to problem (25):

Cl5: vf < RF, (26)

where RF = Wk [f(P) — §(P)], for eMBB user i € U,
1

and R} = W* [f(P) - 3(P)] - Wk\/;Ql(e) log, e,

for URLLC user ¢ € U,, in which g(P) is the first-order
Taylor approximation of g(P).
By taking the steps explained above, problem (25) is trans-
formed into the following problem:

min F'(P,v)
Py

st.  Cl: Zafpf <pir Viel,
kec
C2: > af<1, VmeB, VkeC,
ieum
C3: Y akuF < cbhmx,
€U keC
C'6: Z Z x5 O, Zafz/ik < O™ VWn e N,
icU jES; kec
C8: Y D ypm Y e B, VIEL
i€U jeS\{J;} keC
¢'9: > afvf >R Viel,
keC
/ D; th .
arv
kec
C12:pF>o0, Viel, Yk eC,
C15: vF < Rk, Viel, Yk e,
(27
where
F'(P,v) :a(ZEz{) +(1—a)Zcostg, (28)
iU 9€g
in which
th CN,
(T = G) Y aipi + TP (29)

kec
Problem (27) is now a convex optimization problem and its
optimal solution can be obtained by interior-point [51] method
or using CVX toolbox [52] in polynomial time.

B. Solving the CRA Sub-Problem

It is proved in [46] that because of the binary nature
of server allocation (i.e., #%;7) and physical link allocation
(.e., yli-i“) variables, problem (19) is NP-hard. Therefore,
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to overcome this difficulty, similar to the approach used for
solving the SC allocation sub-problem in Section V-A, we
replace the server and physical links allocation binary variables
constraints C13 and C14 in (19), respectively, by the following
equivalent constraints:

c31: Y3 Y (@i - (o)) <o,

neN i€l jES; 30)
Cl132: 0<2b <1, VneN,VicU,Vjes,
and
. ) 2
Cl4.1: ZZ Z (yllj+1 - (y;j+1) > <0,
leLield jes\{J;} \ ! (31

Cl4.2: 0<y, < LVI€LViel,VjeS\{J}.

By substituting the binary constraint C13 in (19) with con-
straints C13.1, C13.2 and constraint C14 in (19) with C14.1,
and C14.2 in (30) and (31), problem (19) is transformed into a
non-convex problem (due to the constraints C13.1 and C14.1).
The following theorem is for handling constraints C13.1 and
C14.1.

Theorem 2. For sufficiently large values of A\1 > 1 and Ay >
1, problem (19) is equivalent to the following problem:

1;?}3 FX,Y)+ ). > >

neN ield jeS;\{J;}
X . 2
2 XSS (v~ () )
leL i€U jES;

s.1. C4,C5,C6,C7,C8,C10,C13.2,C14.2,

(37 = (=)") +

(32)
where A1 and Ao act as penalty factors to penalize the
objective function for any x%’ and yl’j+1 that is not equal
to 0 or 1. ’

Proof. The proof is similar to that of Theorem 1. |
Let f(X,Y) = F(X,Y) + A Y Y > abd +

) neN i€l j€S;
A2 X Y and 9(X,Y) =

leLield jeS;\{J;} 7

2
) .
ALY S S @) 4 MYy Y (y) .
neN i€l jES; leLiel jeS;\{J;} J

Therefore, the objective function of problem (32) can
be written as the difference of two convex functions
f(X,Y) and g¢g(X,Y). Therefore, problem (32)
is a DC programming problem. To convexify the
objective function of (32), we approximate ¢g(X,Y) =

2
P2 ‘

PYEDSEDDID DI ) NS TP VS DI SN 3 (%:H)
leLield jeS;\{J;} 7

neN i€l jeS;
by its first-order Taylor approximation in (23) as
9(X,Y)=g(X(t=1),Y(t —1))+Vxg(X(t-1),Y)(X -

X(t—-1) + Vyg(X, Yt —-1)(Y — Y(t—1)), where

X(t—1) and Y (¢t — 1) is the optimal solution of previous
iteration. By doing so, problem (32) can be rewritten as

TCSSIED 3D 9D ST 3 DD R

neN i€l jeS8; neN ield jeS;\{J;}

=MD D e (- 1) — (@ (¢ - 1))
iEU jES; neEN
— A2 Z Z Z [Qyz.;uy;;ﬂ(t -1)- (yl’gﬂ(t - 1))2]
leL €U jES;
st.  C4,C5,C6,C7,C8,C10,C13.2,C14.2.
(33)
Problem (33) is a convex and linear optimization problem
and its optimal solution can be obtained by interior-point [51]
method or using the CVX toolbox [52].

Proposition 2. The optimal solution of problem (33) at each
iteration t provides a tight upper bound and local optimal for
problem (19).

Proof. The proof is similar to the proof of Proposition 1. W

To obtain a local optimum of problem (17), we employ
the iterative JRCRA algorithm to tighten the obtained upper
bound as summarized in Algorithm 1. In each iteration, the
convex problems in (24), (27), and (33) are solved efficiently
by the interior-point method. By solving the convex problems
in (24), (27), and (33), the proposed iterative scheme generates
a sequence of feasible solutions A(t), P(t), X (t), and Y (¢)
successively. The proposed sub-optimal iterative algorithm
converges to a locally optimal solution of problem (17) in
polynomial time.

Algorithm 1: Our proposed JRCRA algorithm to solve
problem (17)

1 Input: The maximum number of iterations t™?a*, T™MaX X > 1,
A1 > 1, A2 > 1, iteration index ¢ = 0, T' = 0, and a feasible
initial point A(0), P(0), X (0), and Y (0).

2 Output: A(T), P(T), X(T), and Y (T).

3 Repeat

4 Set T« T +1.

5 Step 1: Solving the RRA problem

6 Repeat

7 Sett +t+ 1.

8 Solve convex optimization problem (24) to obtain A(t).

9 Solve convex optimization problem (27) to obtain P(t).

10 Until convergence or ¢t = t™?&*.

11 Set A(T) = A(t) and P(T) = P(t).

12 Step 2: Solving the CRA problem

13 Solve convex optimization problem (33) to obtain X (T")

and Y (7).
14 Until convergence or T' = T™&*,

C. Analysis of Computational Complexity

In this section, the computational complexity of our pro-
posed JRCRA algorithm to solve problem (17) is analyzed.
In Algorithm 1, for updating SC allocation, power control,
and server and link allocation in the inner loop, we use
the interior-point method. The complexity of the interior-

loa(@/ (7))

lo
number of constraints in problems (24), (27) and (33) given

point method is calculated by , where @ is the
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by Q = UJ+UN|+BN|+2U JIN|+3L|+5U +2U,.+2BC +
3UC+2U J|L£|42 in which J = max J;, p is the initial point to
1€
approximate the accuracy of interior point method, 0 < § < 1
is the stopping criterion for the interior point method, and 7 is
used for updating the accuracy of interior point method [51].
Accordingly, the computational complexity of Algorithm 1 is
0 (tmax <log((2UJ|N|+UJ|£|+3UC))/(pé)))
log(n)
VI. PERFORMANCE EVALUATION

A. Setup for Simulations and Performance Benchmarking

To evaluate our proposed JRCRA algorithm, we consider
a multi-cell network consisting of B = 2 BSs with a
500m x 500m coverage area, where each BS serves eMBB
and URLLC slices. Furthermore, users of different slices are
randomly distributed in each cell. Similar to [53], the path-
gain from each user to the BSs is modeled by hf m= ukd;’ 51,
where d; ., is the distance between user ¢ and BS m, ,u’“ is a
random value that is generated by the Rayleigh distribution,
and § = 3 is the path-loss exponent. Additionally, for CN, it is
assumed that servers are connected with randomly established
physical links. Unless stated otherwise, all other simulation
parameters are listed in Table II.

Moreover, the International Telecommunication Union
(ITU) [56] has established the maximum delay threshold as
T = 4ms for eMBB users and T = 1ms for URLLC
users. Accordingly, for generating following simulation fig-
ures, we set the maximum threshold delay for eMBB users to
T = 4ms, Vi € U, while employing varying values such
as T = {0.5,1,2}ms, Vi € U,, for URLLC users.

In what follows, we evaluate our proposed JRCRA algo-
rithm in terms of the E2E energy consumption and utilized
resources cost with respect to the different criteria, including
the maximum tolerable latency of URLLC users, the minimum
data rate of eMBB users, and the number of SCs, servers, and
users in each slice. Then, to verify the performance of the
JRCRA algorithm, we compare it with the disjoint case named
JRCRA-DS, where the problems RRA (18) and CRA (19)
are solved disjointly. To benchmark our proposed algorithm,
we compare it with the JRCRA-SP benchmark in which sub-
channel allocation is already allocated to users. Besides, to
evaluate the efficiency of the JRCRA algorithm compared to
the existing algorithm, we compare the performance of JRCRA
with the algorithm proposed in [33]. Finally, we analyze
the optimality gap of the JRCRA algorithm by comparing
its performance with the optimal solution obtained from the
exhaustive search method.

B. Performance of JRCRA in Terms of E2E Energy and
Resource Cost

Fig. 2 illustrates the performance of our proposed JRCRA
algorithm for different values of tolerable latency for URLLC
users and minimum data rate eMBB users, and different
number of sub-channels for a network with U, = 10 users
per each slice. To generate Fig. 2, the number of servers in
the CN is set to JA/|= 20. From Fig. 2, it can be observed that
when the URLLC users’ tolerable latency increases and eMBB
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Fig. 2: (a) Energy consumption and (b) total cost of utilized resources
versus the number of SCs.

users’ minimum data rate decreases, energy consumption and
cost decrease. For the URLLC users, because of the increase
in their tolerable latency, they need less data rate. Therefore,
they transmit with lower transmit power. Likewise, the eMBB
users transmit with lower transmit power to achieve a lower
minimum data rate. The lower transmit power creates less
interference to other users; as a result, the users can achieve a
higher data rate with a lower transmit power. Furthermore, by
increasing the number of sub-channels, the energy consump-
tion and cost decrease due to channel diversity and allocation
of more sub-channels to each user. Moreover, thanks to the
sub-channel allocation in JRCRA, it obtains lower energy
consumption and cost in comparison with JRCRA-SP.

Fig. 3 shows energy consumption and cost for different
values of minimum data rate for eMBB users and maximum
tolerable latency for URLLC users, and different number of
servers. For this figure, we set the number of sub-channels to
C = 30. As can be observed, the energy consumption and
cost decrease with increasing values of maximum tolerable
latency for URLLC users and decreasing values of minimum
data rate for eMBB users. The reason is that with a higher
maximum tolerable latency, the URLLC users can transmit at
lower transmit power, decreasing interference to other users.
Due to the same reason, energy consumption and cost can be
reduced by decreasing the minimum data rate for the eMBB
users. In addition, in Fig. 3, the energy consumption and
cost decrease as the number of servers increases since, for
allocating to each VNF, there are more servers to choose from.
Additionally, since the processing capacities of the servers are
randomly set, the probability of the existence of high-capacity
servers increases, and hence we can run more VNFs on high-
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TABLE II: Simulation parameters

Parameter Value
« 0.5

Each SC bandwidth (W*) 180K Hz
user ¢’s maximum transmit power (p;"%*) 100mW
Backhaul link capacity (Cbh™?*) 1Gbps
Noise power (02,) 10~ 14w

Data packet size (D;)

Maximum tolerable delay of eMBB users (Tith,Vi € Ue)
Link bandwidth (B}"®*)

Servers CPU capacity (C)#*)

Constant latency in RAN (7;)

Transport network latency (TZ-TN)

Power consumption of server (py)

unit price of each CPU cycle (costgy, )

unit price for transmitted each bit per second (costlgif;k)
unit price of each SC (costf]ck)

32byte for URLLC users and 1500byte for eMBB users

4ms

random selection of [50, 100]Mbps
random selection of [10, 20]MHz
0.25ms

0.1ms

random selection [1, 10]|W

random selection of [0.1, 1]
random selection of [0.1, 1]
random selection of [1, 5]

2 10°
+.. %-JRCRA, T;F = 0.5ms and R™" = 2Mbps
AT -4 JRCRA-SP, 7" = 0.5ms and R"" = 2Mbps
............. " ©-JRCRA, 7" = 1ms and R = 1Mbps
sl TR, JRCRA-SP, /" = 1ms and R = 1Mbps

Energy consumption (Joule)
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Number of servers (] N |)
(@)
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...................... -4 JRCRA-SP, T = 0.5ms and R™® = 2Mbps

©-JRCRA, T{" = 1ms and R = 1Mbps
JRCRA-SP, T{" = 1ms and R = 1Mbps

Total cost of utilized resources
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Number of of servers (| N'|)
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Fig. 3: (a) Energy consumption and (b) total cost of utilized resources
versus the number of servers.

capacity servers. Furthermore, since in JRCRA-SP, the sub-
channels are already allocated to users, it is outperformed by
JRCRA in terms of energy consumption and cost of utilized
resources.

Fig. 4 depicts the performance of the JRCRA algorithm
for different values of minimum data rate for eMBB users
and maximum tolerable latency for URLLC users, and for
different number of users. In this case, the number of sub-
channels is set to C = 50. We can observe that energy
consumption and cost increase when the number of users
increases. Since more users at each slice need to achieve their
QoS, they cause more interference. Consequently, the users
cannot achieve a high data rate while transmitting at high
transmit power. Moreover, with decreasing values of maximum
tolerable latency for URLLC users and increasing values of

[22]
T
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Energy consumption (Joule)
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%-JRCRA, T/" = 0.5ms and R™™ = 2Mbps
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Fig. 4: (a) Energy consumption and (b) total cost of utilized resources
versus the number of users per each slice.

minimum data rate for eMBB users, the energy consumption
and cost increase due to the transmission with higher transmit
power. Additionally, owing to the additional degree of freedom
in JRCRA, it outperforms JRCRA-SP in terms of energy
consumption and cost of utilized resources.

In Fig. 5, we analyze the impact of URLLC users’ QoS
parameters, namely delay and reliability, on energy consump-
tion and resource utilization costs. To generate Fig. 5, it
is assumed that the network comprises U = 20 users and
C = 30 sub-channels. Additionally, the reliability requirement
of URLLC users in Fig. 5 is depicted in terms of the decoding
error probability, specifically, reliability is defined as 1 — e.
As depicted in Fig. 5a, the increase in the decoding error
probability € results in a reduction in energy consumption.
This is because, with a higher decoding error probability,
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Fig. 5: (a) Energy consumption and (b) total utilized resources’ cost
versus delay threshold and reliability of URLLC users.

Total cost of utilized resources

URLLC users can attain a higher data rate in accordance
with (2). Furthermore, when the E2E delay threshold T}h is
decreased, URLLC users are forced to increase their data rate
to meet their E2E delay constraint leading to increasing energy
consumption. In Fig. 5b, we illustrate the correlation between
the cost of utilized resources and the parameters of the E2E
delay threshold and decoding error probability. As the data rate
of URLLC users is reduced due to a decrease in decoding error
probability, they are forced to occupy a larger number of sub-
channels to improve their data rate. This leads to an increase
in the cost of utilized resources. Additionally, when the E2E
delay threshold diminishes, URLLC users necessitate a greater
allocation of resources in both RAN and CN to fulfill the E2E
delay constraint. Consequently, the cost of utilized resources
increases proportionally as the threshold delay decreases.

C. Applicability of JRCRA to Different Numerologies

In 5G New Radio (NR), various numerologies are sup-
ported, representing different subcarrier spacings such as 15,
30, 60, 120, and 240 KHz. Additionally, each resource block
also referred to as sub-channel is fixed at 12 subcarriers.
Considering these factors, the bandwidth of each SC can
indeed vary and be equal to 180, 360, 720, 1440, or 2880 KHz
[54]. To illustrate the applicability of our proposed JRCRA
algorithm in such scenarios, we have conducted simulations
considering two different scenarios with distinct numerologies
and varying bandwidths for BSs, which is illustrated in what
follows.

In Fig. 6, we present the energy consumption and cost of uti-
lized resources for two distinct scenarios. In the first scenario,
we assume that both BSs utilize the entire network bandwidth,

-*-J RCf{A, scenario 1
‘ -+ JRCRA-DS, scenario 1
-©-JRCRA, scenario 2
2 JRCRA-DS, scenario 2

Numerology

(@)

Total cost of utilized resources

%-JRCRA, scenario1 | 7 ==~ __
-+ JRCRA-DS, scenario 1 e~ -
-©-JRCRA, scenario 2 S~a
200 JRCRA-DS, scenario 2 | |
0 1 2 3 4
Numerology
(b)

Fig. 6: (a) Energy consumption and (b) total cost of utilized resources
versus different numerologies.

which is set at 100MHz. In the second scenario, each BS
occupies half of the network bandwidth, resulting in 50MHz
of bandwidth allocation per BS. It is worth noting that in both
scenarios, we consider different numerologies, represented by
values ranging from 0 to 4. The bandwidth of each SC is
determined by the formula W* = 180 x 2mumerology(KHyz),
where W represents the SC bandwidth.

Fig. 6a illustrates the impact of different numerologies on
energy consumption. As can be seen, increasing the numerol-
ogy results in improved energy consumption. This improve-
ment stems from the increased bandwidth of each SC, which
subsequently enhances the data rate for users. Additionally,
Fig. 6a demonstrates that allocating orthogonal bandwidth for
each BS leads to increased energy consumption. In this case,
the available bandwidth for each BS is halved, leading to
higher energy consumption compared to scenarios where each
BS utilizes the entire network bandwidth.

Moreover, the cost of utilized resources versus different
numerologies is shown in Fig. 6b. From Fig. 6b, we can
observe that with increasing numerology, the total cost is
reduced. The reason is that when the bandwidth of each SC
increases, users can reach their QoS requirement, occupying
less number of SCs.

D. Impact of Users’ Mobility

To investigate the impact of users’ mobility on the perfor-
mance of JRCRA, we consider two distinct scenarios wherein
the users move at a constant speed of 5m/s. In the first
scenario, it is assumed that the users approach the BS assigned
to them, and in the second scenario, the users move away
from the BS. To model the mobility of users, we employ the
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Random Waypoint model, which allows each user to move
independently from others, selecting a constant speed and
movement direction.

Specifically, Fig. 7 illustrates the impact of users’ mobility
on the performance of the JRCRA algorithm. The curve
labeled as JRCRA-moving away users represents the scenario
where all users move away from their assigned BS at a speed
of 5m/s. On the other hand, the curve labeled as JRCRA-
approaching users represents the scenario where all users
approach their assigned BS at the same speed.

In Fig. 7, we consider a time slot of 10 seconds, where
each user moves 5 meters per second. As depicted in Fig.
7a, there is an observable increase in energy consumption
when users distance themselves from their associated BS.
This can be attributed to a decline in path-gain as users
move away from their serving BS. Furthermore, as users
move further from the BS, they approach the edge of the
cell, which leads to increased interference from neighboring
cell users. Consequently, it becomes obvious that energy
consumption increases with the distance from the base station.
Conversely, as users approach their BS, energy consumption
shows an improvement due to enhanced path-gain and reduced
interference from adjacent cell users.

Moreover, as illustrated in Fig. 7b, the degradation of path-
gain and the increasing interference necessitate users who
move away from the BS to allocate additional resources to
satisfy their QoS demands, resulting in an increased cost
of utilized resources. Conversely, as users approach their
assigned BS, the enhancement of path-gain and the mitigation
of interference cause a reduction in the resources required to
meet their QoS, consequently leading to a decreased cost of
utilized resources.

E. Superiority of JRCRA Algorithm Over Disjoint Case

In Fig. 8, the performance of the JRCRA algorithm is
compared with the disjoint case (JRCRA-DS) where problems
RRA (18) and CRA (19) are solved disjointly. In Fig. 8, the
JRCRA algorithm and JRCRA-DS are compared when the
minimum data rate of eMBB users is set to R = 1Mbps
and R = 2Mbps. And the E2E tolerable latency for
URLLC users is set to T'" = 1ms and T/* = 2ms. In
JRCRA-DS, inspired by [35] and [36], we consider half of the
E2E tolerable latency in RAN and half of the E2E tolerable
latency in CN. To clarify, when Tith = 1ms, in JRCRA-DS,
the tolerable latency of each URLLC user in the RAN and
CN is 0.5ms. For JRCRA-DS, we first solve RRA problem
(18), taking into account the tolerable latency in RAN. Then,
we solve problem CRA (19) considering the fixed transmit
power and sub-channel allocation. Finally, we sum the value
of the objective function obtained by solving two problems
RRA (18) and CRA (19). For Fig. 8, we set the number of
servers to | A/ |= 20 and the number of users per each slice
to Uy, = 5.

In the JRCRA algorithm, all the decision variables, in-
cluding power control and sub-channel allocation in RAN
and server and physical links bandwidth allocation in CN,
are jointly considered. On the other hand, in the JRCRA-
DS case, to solve the CRA problem, fixed power control
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Fig. 7: The impact of users’ mobility in terms of (a) energy
consumption and (b) total utilized resources’ cost.
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Fig. 8: Comparison of JRCRA and JRCRA-DS in terms of (a) energy
consumption and (b) total cost of utilized resources versus the number
of SCs.
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and sub-channel allocation are considered in the RAN. The
performance of JRCRA improves in comparison with the
JRCRA-DS due to the joint allocation of decision variables.
Furthermore, half of the E2E latency is considered for both
RAN and CN in the disjoint case. Therefore, in the disjoint
case, the latency constraint may be more strict than that in
the joint case. This leads to more resource requirements which
results in more energy consumption and cost. Moreover, fixing
the power control and sub-channel allocation for solving the
CRA problem leads to more strictness for the constraints
C6 and C8 in (10) and (12). Consequently, to meet these
constraints, users need more resources which results in more
cost and energy consumption.

Proposition 3. The solution space of the disjoint case is a
subset of that of joint problem (17).

Proof. The proof is given in Appendix C. |

As shown in Fig. 8a, by employing the JRCRA algorithm,
when T/" = 1ms and T/" = 2ms, the total value of
energy consumption decrease by 32% and 34%, respectively.
Additionally, Fig. 8b demonstrates that the JRCRA algorithm
has 24% and 22% improvement on cost of utilized resources,
respectively, when 7" = 1ms and 7" = 2ms.

FE. Comparison of JRCRA Algorithm With an Existing Algo-
rithm

In order to demonstrate the efficacy of the JRCRA algo-
rithm in comparison to existing algorithms, we compare the
performance of JRCRA with the algorithm proposed in [33].
To the best of the authors’ knowledge and as indicated in Table
I, [33] closely aligns with our work.

In [33], the joint slicing of RAN and CN was studied.
The objective function of the stated problem in [33] was
to maximize the MNO’s revenue, which was defined as the
difference between the revenue generated from data rates and
the cost of resources utilized. In order to ensure the satisfaction
of each slice’s users, an E2E delay constraint was taken into
account, while guaranteeing a reserved data rate constraint for
each slice. This was achieved by setting a minimum threshold
for the aggregate data rate of the users within each slice.
Moreover, the decision variables considered encompassed the
sub-channel allocation and power control in RAN as well
as the allocation of processing resources and bandwidth of
physical links in CN.

In order to ensure a fair comparison between our proposed
algorithm and the algorithm introduced in [33], we set the
value of « in problem (17) to zero. Consequently, the objective
function of problem (17) transforms into minimizing the cost
of resources utilized, while the significance of minimizing en-
ergy consumption diminishes. Additionally, in order to imple-
ment the DRL algorithm proposed by [33], we assign a weight
of zero to the data rate revenue. Thus, the objective function
defined in [33] is modified to involve the minimization of
resource utilization costs. Furthermore, instead of setting a
data rate constraint specifically for eMBB users in the stated
problem (17), we opt to consider a reserved data rate constraint
for both slices, in line with the approach adopted in [33].
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Fig. 9: Comparison of JRCRA with DRL approach proposed in [33]
in terms of the total utilized resources’ cost versus (a) number of
sub-channels and (b) number of total users.

In Fig. 9, a comparison is shown between the JRCRA
algorithm and the algorithm outlined in [33]. It is noteworthy
that in order to implement the algorithm proposed in [33], the
codes made available by the authors on [55] were utilized. Fig.
9a illustrates the cost of using resources versus the number of
sub-channels. This figure is generated by considering a total
of U = 20 users allocated to either eMBB or URLLC slices.
Each slice is assumed to have a reserved data rate requirement
of 1Mbps, and the maximum threshold delay for eMBB users
is set at 4ms, while for URLLC users it is set at 1ms. It
is evident that the cost of resource utilization decreases as
the number of sub-channels increases, owing to the channel
diversity. Furthermore, JRCRA demonstrates a higher level of
efficiency compared to the algorithm proposed in [33].

Moreover, Fig. 9b illustrates the cost of resource utilization
versus the number of users. The generation of this figure is
based on the assumption that there are C' = 50 sub-channels,
and the number of users ranges from 10 to 50, with an equal
distribution between the two BSs. From Fig. 9b, it can be
observed that the cost of utilized resources increases when the
number of users increases since a larger quantity of resources
is required to satisfy users’ QoS requirement constraints. As
depicted in Fig. 9, our JRCRA algorithm holds the potential
to serve as a benchmark for the DRL algorithm [33].

G. Optimality Gap Analysis of Proposed JRCRA Algorithm

In this subsection, we present a comparison between the
performance of the JRCRA algorithm and the optimal solution
attained through the exhaustive search method. Specifically,
Fig. 10 illustrates the energy consumption and the cost of
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(b) total cost of utilized resources versus the number of SCs.
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from an exhaustive search in terms of (a) energy consumption and
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utilized resources versus the number of sub-channels. Also,
Fig. 11 shows the energy consumption and the cost of utilized
resources with respect to the number of users per slice. To
generate Figs. 10 and 11, the QoS requirement for eMBB
users is set at R?ﬁ“ = 1Mbps, while the QoS requirement for
URLLC users is assumed to be 7Tf* = 2ms.

In Fig. 10, the number of sub-channels is incremented from
5 to 35, with a step size of 5. As observed in Fig. 10a, the
increase in the number of sub-channels leads to a decrease
in energy consumption due to enhanced channel diversity.
Additionally, the availability of more sub-channels at each
BS may reduce interference between users from different
BSs thanks to the occupying different SCs in different BSs,
resulting in reduced energy consumption. Notably, the JRCRA
algorithm performs closely to the optimal response, with an
optimality gap ranging from 13% to 25%. Furthermore, Fig.
10b demonstrates that the cost of utilized resources diminishes
as the number of sub-channels increases. This is attributed
to the possibility of users selecting lower-cost channels. The
optimality gap regarding the cost of used resources between
the JRCRA algorithm and the optimal solution varies between
21% and 25%.

Fig. 11 depicts the energy consumption and the cost of the
utilized resources versus the number of users of each slice,
Uy, varying from 2 to 10. From Fig. 11a, it is evident that as
the number of users increases, there is a need for more users
to meet their QoS requirements. Consequently, this leads to
an increase in interference among users, necessitating higher
transmission power to achieve their QoS. Consequently, there
is a rise in energy consumption. According to Fig. 1la,
the JRCRA algorithm exhibits an optimality gap ranging
from 17% to 28%. Moreover, Fig. 11b demonstrates that an
increase in the number of users results in a higher utilization
of resources. This is due to the increased demand for serving
a larger number of users, necessitating additional resources
in both the RAN and CN. In Fig. 11b, it is observed that the
JRCRA algorithm achieves performance close to optimal. In
particular, the optimality gap between the JRCRA algorithm
and the optimal solution ranges from 8% to 27%.

VII. CONCLUSION

We have studied the end-to-end (E2E) network slicing
problem for the coexistence of eMBB and URLLC services
by jointly slicing the radio access network (RAN) and the
core network (CN). The objective has been to minimize the
E2E energy consumption and the cost of utilized resources
while satisfying the minimum data rate and E2E tolerable
latency for eMBB users as well as E2E tolerable latency for
URLLC users. To address this problem, we have decomposed
it into two sub-problems, namely, the RRA and the CRA sub-
problems. Due to the binary nature of sub-channel allocation,
server, and physical link allocation variables, both of the RRA
and CRA problems are non-convex. To deal with this difficulty,
we have first relaxed the binary variables by introducing the
penalty functions. Also, to handle the non-convexity of the
RRA and CRA problems, we have applied the majorization-
minimization method. To show the efficacy of our proposed
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joint radio and core resource allocation (JRCRA) algorithm,
we have evaluated it via simulations. Also, we have compared
it with a disjoint solution where the RAN and CN resources
are assigned to users separately. The simulation results have
shown that our proposed JRCRA algorithm improves energy
consumption by 34% and cost by 24% compared to the disjoint
case. Such improvements result from the fact that the joint
slicing of RAN and CN leads to flexible division of users’ E2E
tolerable latency between RAN and CN, whereas if resources
in RAN and CN are allocated separately, a predefined part of
the E2E tolerable latency should be considered for each of the
RAN and the CN. Furthermore, simulation results confirm that
JRCRA reaches a close performance to the exhaustive search
method. A possible future extension of the work would be to
consider radio transmissions in the higher frequency bands
(e.g., mmWave bands) along with non-orthogonal multiple
access in the RAN. Moreover, the optimization framework
can be enhanced to include the effect of dynamic network
conditions.
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