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Abstract
Purpose – This study addresses how algorithmic recommendations and their affordances shape everyday information practices among young people.
Design/methodology/approach – Thematic interviews were conducted with 20 Finnish young people aged 15–16 years. The material was analysed using qualitative content analysis, with a focus on everyday information practices involving online platforms.
Findings – The key finding of the study is that the current affordances of algorithmic recommendations enable users to engage in more passive practices instead of active search and evaluation practices. Two major themes emerged from the analysis: enabling not searching, inviting high trust, which highlights the how the affordances of algorithmic recommendations enable the delegation of search to a recommender system and, at the same time, invite trust in the system, and constraining finding, discouraging diversity, which focuses on the constraining degree of affordances and breakdowns associated with algorithmic recommendations.
Originality/value – This study contributes new knowledge regarding the ways in which algorithmic recommendations shape the information practices in young people's everyday lives specifically addressing the constraining nature of affordances.
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Introduction
This exploratory study deals with the technology-mediated everyday information practices of young people, focusing on the role of algorithmic recommendations in these practices. Algorithmic recommendations, the attempt to offer people the most appropriate – i.e. often the most profitable – content based on their online behaviour (Lu et al., 2015), are increasingly common. In particular, the development of so-called artificial intelligence (AI), which has become a ubiquitous part of everyday life, has increased the importance of algorithmic recommendations. It is claimed that recommender systems and AI systems more broadly are shaping people's everyday experiences to an unprecedented extent (Gómez et al., 2021). However, little research has been done on this topic to date. Although the role of algorithms in
everyday life has been addressed in some previous studies, especially in relation to web search engines (Andersson, 2021; Haider and Sundin, 2019, 2022a; Sundin et al., 2017), there is still a lack of understanding in this area. This study attempts to fill this research gap by examining the role of algorithmic recommendations and their affordances in the emergence and formation of everyday-life information practices among young people.

This study adopts a sociocultural approach, which views technologies as cultural tools (Jones, 2020; Limberg et al., 2012), draws from theorizing on “affordances” (Gibson, 2015) as the action possibilities of an environment or tools, and understanding them to mediate action (Kaptelinin and Nardi, 2012). Furthermore, affordances are understood as varying from enabling to constraining (Evans et al., 2017; Kitzie, 2019). For example, while the affordance of anonymity may allow people to hide their identity, in turn it may constrain them from evaluating interpersonal information sources (Kitzie, 2019); the affordance of visibility may enable or constrain them from viewing certain information (Evans et al., 2017); and the affordance of association may enable people to connect with information sources but constrain access from those who lack the language necessary to find relevant information (Kitzie, 2019).

Previous research has pointed out the need for more nuanced empirical research that aims to examine youth information practices from the perspective of the youths themselves (Agosto, 2019). Moreover, the Council of Europe (2020) has stated the need for continuous research to understand the full impact of AI on young people. A recent report by UNICEF (2021) reveals the lack of any complex understanding and a low awareness of the risks associated with AI among adolescents, such as personal data misuse and a lack of clear safeguards concerning the use of AI, while previous research has pointed out risks such as algorithmic overdependence (Banker and Khetani, 2019) and being exposed to undesirable content (Gómez et al., 2021), all of which indicate the need to pay more attention to young people’s practices in and around online environments. Building on these observations, this study seeks to provide new insights into the emergence and shaping of everyday information practices by young people through their interactions with recommender systems and how the affordances of recommender systems constitute information for the young people within their everyday online practices.

The study was guided by the following central research question: How are the affordances of algorithmic recommendations shaping young people’s everyday information practices?

Background
Algorithmic recommendations
In this study, recommender systems refer both to programs that attempt to suggest the most suitable content, products, and services to their users (Lu et al., 2015), and to the recommender system elements that are incorporated in online tools and applications with different primary purposes (e.g. search engines and social media). Algorithmic recommender systems were originally developed to help users—often in their role as consumers—to manage rapidly growing catalogues of information, such as movies or music (Seaver, 2019). For contemporary users of the web, algorithmic recommendations are practically unavoidable: recommender systems are no longer just an isolated aspect of the interface of a media streaming platform but have settled into the regular infrastructure of online culture (Seaver, 2019). In this culture, any form of interaction, such as interactions on a social network, the user’s browser history or information captured by a smartphone’s sensors, will produce data for a recommender system (Seaver, 2019). As inseparable part of this development, search engines have increasingly started to turn into “suggest engines” or recommender systems, which are supposed to anticipate what a user wants without a search being performed (Haider and Sundin, 2019).
Recommender systems work “on a large scale, mediating between many users and items” (Seaver, 2021a, p. 511). The content people come across, the information they encounter, when they encounter it and how it is presented all imply the background functioning of algorithmic information intermediaries and curators. The most important feature of a present-day recommender system is, in the words of Seaver (2021b, p. 781) to “give people what they want”. More precisely, it is its ability to anticipate what end-users think they want, without users ever needing to express that desire. Current recommender systems are constantly revised through machine learning (ML) processes and as developers respond to metrics and organizational demands (Seaver, 2021b). Search engine algorithms, for instance, are constantly updated through use, and grow and learn from use and from user data to improve their relevance for the individual and their collective development (Haider and Sundin, 2019). Moreover, as AI systems “learn” from their users’ cognitive and behavioural patterns, they, in a sense, become reflections of their users (Lee and Joshi, 2020). Furthermore, the profound interconnectedness of different recommender systems, search engines and social media platforms results in a situation where activities on one platform affect information encountered on another.

People’s constant interactions with algorithms and AI systems result in the situation where the information we find online is always – in one way or another – algorithmically framed (Sundin et al., 2017). So-called AI systems shape our experiences of culture, of the everyday and our interactions with information as we delegate more and more mundane routines, such as information searching and analysis, consumption, or selecting cultural content, to be performed through algorithmic functions. Many of the algorithms we encounter have indiscernible intent, yet they have wide-ranging consequences in shaping our everyday knowledge (Hesmondhalgh et al., 2023; Willson, 2017).

Due to their business models, many current social media platforms and search engines prioritize popular content in their application of algorithms for selection and amplification (Striphas, 2015; Willson, 2017), and users are only able to benefit from these modern information mediators if they adopt and develop their own appropriate information practices (Kostagiolas et al., 2015). Drawing on these ideas, in this study, algorithmic recommendations are viewed as relational to human practices and embedded in the social arrangements of everyday life rather than as just technical solutions (Haider and Sundin, 2019).

Within library and information studies (LIS), recent research considering recommender systems has focused mainly on the technical aspects and on the possibilities for recommender systems in different library settings (Collins et al., 2018; De Nart and Tasso, 2014; Jomsri, 2018; Khademizadeh et al., 2022; Rhanoui et al., 2022; Simović, 2018; Yadav and Pervin, 2022), rather than on their role in shaping information practices. However, some recent studies within LIS have focused on AI and algorithms, with major areas of interest being the use and role of search engines in everyday situations (Andersson, 2017, 2021, 2022; Haider and Sundin, 2019, 2022b; Sundin et al., 2017) and information literacy in relation to algorithms or algorithmic literacy (Lloyd, 2019). This study seeks to contribute to this body of research with novel insights concerning the involvement of algorithmic recommendations in young people’s information practices.

**Young people’s everyday information practices in digital environments**

The recent studies selected for further discussion in this section share some common ground with this article. These studies have focused on young people and their everyday information practices in digital environments; they share the view that information practices are situated; that is, that they vary and depend on individual needs, on social and societal demands and on technical features. Moreover, they point to the ways in which people adapt the technical features of digital tools to fit their own information practices. These studies have covered
young people’s health information practices within an anonymous online forum (Hirvonen, 2022), the identity-related information practices of LGBTQ+ individuals (Kitzie, 2019), teenagers’ information practices on mobile media (Kimm and Boase, 2019), refugees’ ICT-mediated information practices (Díaz Andrade and Doolin, 2019) and young people’s information practices in library makerspaces (Li, 2021).

Hirvonen (2022) examined affordances of an anonymous online forum for young people’s health information practices. The study indicated how young people use the online forum as a source for peer experiences, opinions, and experience-based advice, and how this was enabled by both the forum’s technical features and the associated social practices. According to Hirvonen (2022), the findings highlight the need to recognize less visible forms of action and the constraining nature of affordances.

Kitzie (2019) conducted semi-structured conversational interviews with 30 LGBTQ+ individuals about their identity-related information practices and identified three key affordances associated with online technology use: visibility, anonymity, and association. The study shows how its participants tactically leverage technical features to engage in their desired information practices and that they engage in several information practices, mediated by various affordances. The findings demonstrated how an information practice approach with an affordance lens can be used to better understand the interrelationship between people and technology, and that affordances need to be envisioned “as varying in degree from enabling to constraining” (Kitzie, 2019, p. 1348). For example, while a blank search box may afford natural language search queries, the visible results may still not be of value to the users, and while anonymity online may allow people to maintain hidden identity, in turn it constrains them from evaluating information sources (Kitzie, 2019). Similarly, Li (2021) depicts how library makerspaces create technological and material contexts which simultaneously afford and constrain their users.

In their article, Kimm and Boase (2019) describe the ways in which teenagers use mobile media to interact with their personal networks and to stay connected with their active and dormant social ties. The study points out that teens use social media on their own terms; they change their practices as needed and adapt the material means of the mobile media to fit their everyday practices. In a similar manner, Díaz Andrade and Doolin’s (2019) study of the ICT-mediated information practices of resettled refugees showed that individuals constantly switch between different temporal orientations, depending on their changing needs and goals, and their information practices vary as their temporal orientations change. These studies suggest to also explore the negative influences of social connections in mobile media (Kimm and Boase, 2019), and further examine processes, where users “respond to their environment(s) in light of the perceived properties and functionalities of ICT available to them” (Díaz Andrade and Doolin, 2019, p. 167).

Drawing on these notions from recent research, this study examines the interrelationship between young people’s everyday information practices and algorithmic recommendations, with specific focus on their affordances. This study is informed by sociocultural understandings of everyday information practices and affordances, which are presented next in the theoretical framework.

**Theoretical framework**

In this study, recommender systems with AI components are viewed as cultural tools that make certain actions possible, while they make other actions, if not impossible, at least less likely (Jones, 2020). As such, they are understood as tools with certain affordances. More specifically, the present study focuses on the role of these technologies in the emergence and shaping of everyday-life information practices. Practices are connected to objects and
different objects’ affordances are central to shaping these practices because they prefigure what can be done and have their own ability to do things (Cox, 2012).

Everyday information practices and information in social practice
This study concentrates on everyday-life information practices that take place in different digital environments, which include services such as search engines and mobile applications. Everyday practices are those practices that have become routine through the process of regular repetition, and the practices are then often performed with minimal thought and rendered in the background. Everyday practices are also performative in the sense that they give shape to the forms of time and space (Willson, 2017). A simplified example is how a street defined in urban planning takes its occupied form as a street when people use it for walking (Certeau, 1988, p. 117). Everyday information practices refer to the interdependent modes of information seeking, information use and information sharing, which, according to Savolainen (2008), comprise different information activities, such as identifying information sources and judging the value of information. Everyday information practices become meaningful tools for various kinds of everyday projects. Information practices are social in the sense that they originate from interactions with others and, similar to practices in general, they draw on an accumulated stock of knowledge when determining how to proceed in a typical situation (Savolainen, 2008).

Agosto (2019), who has focused on children and young people, views information practices as complicated, multi-step interactions. For her, information practices comprise multiple individual behaviours; they strongly reflect social contexts and are shaped by social rules and human responses. For example, reliance on texts for communication among peers, including their habitual monitoring, interaction and the resulting peer relationship building and maintenance, are all interactions that together constitute an information practice.

In this study, we draw on both Savolainen’s and Agosto’s understandings of information practices. However, as Cox (2012) has noted, information activities are woven throughout all social practices, and we should pay attention to the information aspect of such practices. To avoid a narrow preoccupation with goal-oriented information seeking, we need to ask what constitutes information for social actors within a given practice and how they find, use, create and share it (Cox, 2012).

Cox (2012) uses the example of family photography to demonstrate “how, within a familiar but not obviously information-related practice, what is understood as information and how it is created, used and shared is shaped by that particular practice, decentring notions of information needs and seeking” (Cox, 2012, p. 178). Cox also emphasizes that while one would hesitate to describe family or hobbyist photography as information practice, we do seek and manage information within those practices, and therefore, it might be “more expressive to think about the role of information in a social practice” (Cox, 2012, p. 185). For the purposes of our study, we use “information practices” both to refer to information practices and to highlight information in social practices.

Sociocultural understanding of affordances
The research problem is approached from a sociocultural viewpoint. Thus, information and information practices are positioned as contextually constructed, with an emphasis on their emergence through social interactions within a community. Instead of trying to fit practices into previously established models, a sociocultural perspective emphasizes how practices appear in different communities with their respective activities (Hicks, 2018).

From a sociocultural perspective, we participate in various activities by communicating through different cultural tools, and to participate in a certain activity, we need to learn its context-specific language. The sociocultural perspective underlines the ability to use physical
and symbolic tools to participate in specific activities. Practices are shaped through interactions between people and tools, and their meanings vary within different contexts. Hence, activities should be studied in relation to the tools used to carry out these activities (Limberg et al., 2012). In accordance with this thinking, this study draws attention to the ways in which young people’s information practices are shaped by their interactions with recommender systems. Furthermore, this study adapts the mediated action perspective (MAP) on affordances, as proposed by Kaptelinin and Nardi (2012), which is also concerned with how humans act in different cultural environments.

The original concept of “affordances” was proposed by Gibson (2015) already in the 1970s and was drawn from his ecological approach to perception. Gibson defined an affordance as “what the environment offers the animal, what it provides or furnishes, either for good or ill” (Gibson, 2015, p. 119). For Gibson, affordances are perceived as possible actions for animals in certain environments, determined by the properties of the environment and by the action capabilities of the animal. The MAP retains the understanding of affordances as action possibilities offered by the environment and as a relational property between an actor and the environment, as originally suggested by Gibson, but going further, it adopts a sociocultural approach rather than Gibson’s ecological psychology approach that is concerned with how animals act in their natural habitats (Kaptelinin and Nardi, 2012).

In the MAP, affordances are understood as emerging from interactions between actors, their mediational means (cultural tools) and their environments (Kaptelinin and Nardi, 2012). Therefore, when an actor switches to a different tool, the action capabilities of the actor can change quickly. Another difference between these two approaches lies in the way in which they view the relationship between affordances and needs. For Gibson, an object’s affordances do not depend on the actor’s needs, but in the MAP, tools are viewed as dynamic and adjustable to a situational need. Recognizing the predefined purposes of the various available tools may influence how actors experience their own needs. The tools also contain something comparable to needs, and for them to work properly, the actor should act in a certain way to meet the demands of the particular tool (Kaptelinin and Nardi, 2012). Hence, the affordances of cultural tools allow us to perform certain actions, but at the same time, those affordances also shape our actions, our social relationships, and the way we enact our identities (Jones, 2020). Furthermore, Zhao et al. (2020) propose a shift in focus away from the affordances of technology and towards the affordances of information practices as enacted through technology within a sociocultural environment.

Material and method
The research material for this exploratory study was collected using a qualitative approach and following a structured interview guide. The material consisted of transcriptions of recorded interviews with 20 Finnish 9th grade students. During the interviews, the participants were asked questions about their attitudes towards AI, their conceptions of AI and their usage of AI-based applications and software.

The interviews were conducted as part of a multidisciplinary research project [anonymized]. The participants in the interviews were taking part in a one-week work experience programme at the university. This work experience is part of the national curriculum by which students are allowed to apply to a working environment based on their own interests. The participants were recruited from their respective schools following a presentation of the work experience opportunity by four researchers who represented different fields. All students who expressed interest were then invited to take part in the work experience programme and in the study. Taking part in the interviews was completely voluntary, and those students who agreed to participate and their legal guardians were asked to sign consent forms.
The interview guide was prepared by two of the authors in collaboration with members of the research project team. Six members of the research project conducted individual interviews and recorded them with a digital recorder. In line with the interview guide, the issues addressed included AI in everyday apps (apps that young people use most often and their understanding of how AI might work in the apps), AI and personalized content (recommender systems (RS), trust in RSs and search engines), and AI in finding content (search engines and apps and how young people utilize them to find content or information). We also touched upon AI-generated content, such as deep fakes, and future ideas for researching everyday AI use among young people. The interviews lasted between 23 and 50 min.

The interview recordings were first listened to carefully and thoroughly, and they were then transcribed into text with the aid of Microsoft Word’s (Office) dictation tool. The interview material was anonymized during the transcription process and the respondents were represented by using the pseudonyms (A1–G21) that they had been assigned during their work practice week at the university. The data analysis followed the strategies of qualitative content analysis with inductive reasoning (Zhang and Wildemuth, 2009), with a focus on information practices and the affordances of recommender systems. The material was condensed and coded thematically in QSR NVivo. The practices and affordances drawn from the interviews were categorized according to the different information practices detected, as described by the participants, and according to positive and negative notions held about the features of different online recommender systems. Therefore, the analysis focused on the information practice-related affordances of the features of various recommender systems, how the participants described those features, whether they performed the information-related activities themselves or delegated them to the system, and the extent to which the recommendations satisfied their needs as users. The analysis was mainly guided by theories of information practice (Agosto, 2019; Cox, 2012; Savolainen, 2008), infrastructural awareness and interconnectedness (Haider and Sundin, 2019, 2022a), and MAP (Kaptelinin and Nardi, 2012). Theories on relevance (Saracevic, 2007), and on the varying degrees of affordances (Evans et al., 2017; Kitzie, 2019) were also considered during the final stages of the analysis and the writing up of the findings.

Findings
The presentation of findings was organized according to two major themes drawn from the interview analysis: enabling not searching, inviting high trust, which highlights how the affordances of algorithmic recommendations enable the delegation of search to a recommender system and, at the same time, invite trust in the system, and constraining finding, discouraging diversity, which focuses on the constraining degree of affordances and breakdowns associated with algorithmic recommendations. Both themes were shaped by the practices and affordances they embodied. Rather than listing individual affordances, the findings are presented by their nature to better demonstrate how everyday information practices are shaped through interactions with algorithmic recommendations.

**Enabling not searching, inviting high trust**
Recommender systems were generally viewed as helpful and time-saving tools. They were used frequently to find content without actual search queries or too much significance being placed on the results. When asked explicitly during the interviews whether the participants found the applications to be good at suggesting content, one of them explained:

Well, it makes your life easier, definitely, ‘cause you don’t have to end up having to find the things that you like. You don’t have to go around YouTube search bar and looking for the videos that you like, because then all of the recommended ones are there. (B3)
In this excerpt, the participant’s notion that using the bare minimum of effort when searching makes life “definitely easier” is interesting. In the same vein, another participant described recommender systems simply as “shortcuts” (G19). A couple of other participants shared the view that they saved them from having to specifically search for content:

I find it very good, so I don’t have to waste time searching videos all the time and like this. And it’s very like helpful; it saves time that you don’t have to all the time be searching. (A1)

You get the content that you like easily. You do not have to specifically search it or like think about what you want to get. (D10)

In these excerpts, it is important to note that performing a search was experienced as “wasting time”. The latter quote reveals how thinking and decision making can be delegated to a recommender system, thereby significantly shifting the decision-making process to the algorithms owned by private companies and out of people’s own hands (Striphas, 2015; Werner, 2020). While these affordances enable the users to delegate actions to the recommender system at hand, at the same time they invite this type of behaviour from their users (Withagen et al., 2017), rather than encouraging them to perform the actions themselves since they do not specifically have to (Davis, 2020; Davis and Chouinard, 2016). Moreover, in the participants’ descriptions, their practices of search were to some extent reduced to finding answers to specific questions. One participant described an information search as follows:

Probably just search, like Google or Safari, I think, and it can already suggest answers on what you find; it has an answer always. It’s very easy to find answers now. – for example, if it’s something school, like something big project that I need to find something, I just search like from YouTube but if it was just a small [thing] I want to find about, related to school, I would probably google it and it has the answers straight away. (A1)

It is important to note couple of things from this excerpt. First, the participant pointed out that Google and Safari already suggested answers before an actual search was even performed, highlighting how search engines and applications have started to develop into “suggest engines,” where the system is supposed to anticipate what a user needs or wants without entering a search query (Haider and Sundin, 2019), and how deeply recommender system elements are merged into these applications. The reduction of searching to finding answers could be explained by the way contemporary search engines are designed to function; they provide users with answers rather than merely being pointers to documents that contain the answers.

Second, the participant speaks synonymously about Google and Safari, further demonstrating how the distinction between everyday apps and search engines is blurred, with the latter being a browser rather than a general-purpose search engine. Also noteworthy is how YouTube is used for finding information that relates to extensive school projects, while Google is preferred for smaller-scale searches. Interestingly, previous research has pinpointed YouTube, which can be described as a combination of search engine and social media, as the main search engine for many teens (Andersson, 2021, 2022; Pires et al., 2021).

Since searching has become so routine and ubiquitous it is hardly recognized as performing a search at all, which may account for the neglect of any reflection to consider the truthfulness of the information, provided a quick answer is available (Haider and Sundin, 2019). Unsurprisingly, at least one participant did not pay any attention to an assessment of the search results:

I just click whatever pops up first. Like if I search for Google. Don’t really pay that much attention to it. (G21)

This notion is consistent with earlier research in which the search engine was seen as conducting the critical assessment of sources rather than the person interacting with the
system (Haider and Sundin, 2022b), and where the search process was considered unproblematic and without any need for reflection and critical attention (Andersson, 2022). Digital intermediaries are seen to be encouraging this inaction, where “a combination of low agency and high trust would create a stereotype of naïve evaluators, who tend to believe in what they find or encounter, without considering themselves as being actively involved in making such a judgement” (Haider and Sundin, 2022b, p. 1187). Most of the participants seemed to fit this stereotype of a “naïve evaluator”, instead of a reflective information seeker (Savolainen, 2008). When searching is already frequently seen as just a simple “look-up” search, people tend to outsource any evaluation of the information to the recommender system or to the search engine algorithms, thus becoming dependent on their rankings and basing their trust on the first thing they encounter online (Haider and Sundin, 2019). In this way, the current information infrastructure grants users the affordance of not having to evaluate search results for themselves, at least not actively. However, the participants went on to say that they might eventually do further research if the material they encountered was somewhat questionable:

If it’s sceptical, I would do maybe a bit more research. I mean, to see if it’s like true or like. – I mean, there’s a lot of feedback about people, like different people. Then they say like it’s true or like. If it has like a positive feedback, then I would know that it’s reliable. So, then I would trust that source. And then if … if that source is like negative, then I would like stay away from them, ’cause then I would know like they’re not trustable. – On YouTube or like video media, it can depend if you trust a person or or like the person posting the video is like … a stranger. – I guess I would trust more, like. Well, the written information, they usually have like sources. Then, I can like check the sources if they’re like reliable. (G21)

Despite the potential for additional research by the participant, a lot of trust is still placed on the system’s evaluation skills and on other people’s second-hand knowledge (Wilson, 1983). To trust a source that someone refers to, the user must also trust the system that is used for referencing the second-hand knowledge (Haider and Sundin, 2022b). Consistent with this point, when asked if AI applications could help solve some of the problems in the world or in everyday life, one participant stated:

They can be programmed into giving you the correct solution or the correct source and stuff like this. (G20)

In addition to this comment, another participant also seemed to have a rather trusting notion about the possibilities for AI applications:

Like young young people, like how it helps us now, for like suggesting content, like generating it and aiding in like writing and making our own ideas and stuff. (D10)

In addition to trusting other people when accepting something as knowledge, we also place our trust in technologies, systems, and institutions (Haider and Sundin, 2019). When using search engines, we trust the capacity of the search engine to deliver relevant content, rather than trusting only the individuals who produce the links to the content provided on the search results page (Haider and Sundin, 2019). When the participants were asked if they trusted recommender systems and the media content they received, they pointed to the familiarity of the systems and sources as grounds for trusting them:

Well, they’re by like trustable companies, like big companies, like Google. And YouTube, so like. Everyone like trust them. (G21)

Some sources lie, but usually the bigger sources like don’t lie – So I trust them. I never come across something I’ve realized that it’s like fake news or something. – If I search something, for example from a website that is not used so much, there might be some fake information much. (A1)
Of interest in the first quote is how the participant dismisses their own responsibility in the trust issue, since, according to the participant, everyone trusts the big commercial platforms. Likewise, in the second quote, the participant thinks that the well-known sources do not lie, while less-visited websites might contain more fake information. Judging from the interviews, this also seems to be the case with commercial companies and online sources. This notion of the trustworthiness of well-known companies seemed to come up again when the participants were asked how they searched for information and why they used specific sources:

If the company is like well-known, or like you can know already know that it’s like. Reliable. (G21)

I think Google is one of the most trustworthy search engines because it’s one of the biggest and it’s the most . . . I think developed on. (C8)

Constraining finding, discouraging diversity
Despite enabling the users to find content easily, recommender systems seemed to constrain the participants from finding new and relevant content. As earlier research has argued, affordances can also be constraining (Evans et al., 2017; Kitzie, 2019). When asked what was good about personalized content, one participant stated:

I mean, suggests you different stuff. Gives you ideas about stuff you should buy. (A3)

In addition to providing content and answers, recommender systems were described as tools for advertising products to consumers. As content providers and advertisers are often the same actors (Haider and Sundin, 2019, p. 59), it should come as no surprise that commercial platforms treat their users as consumers. This is symbiotic, since at least the participants in this study did not seem to hesitate to accept their role as consumers, and they did not consider ads problematic. Previous research has pointed to concerns over a lack of transparency and increasing manipulation of the user’s behaviour in favour of the commercial interests of various search engines and social media platforms (Koene et al., 2015). Yet, many of the participants found the ads and recommendations on everyday apps helpful, since they recommended stuff that they might not otherwise have found:

There’s pros and cons definitely, because I mean pros, the ads you can find stuff that you like, that you probably would never have found, unless you just make sense of research. (B5)

You can find stuff you maybe weren’t sure you could find or stuff and you couldn’t find and you can find it through them, those apps. (A2)

Despite these positive expressions from the participants, this is problematic, especially given that previous research has considered online advertising to be a risk linked to the concept of the commodification of childhood, where children are treated as young consumers (Gómez et al., 2021), and recommender systems may so develop their users that they become overdependent on algorithms, even when the recommendations generated are inferior product offerings (Banker and Khetani, 2019). This dependence poses a risk for the well-being of users and may propagate system biases that may affect other users as well (Banker and Khetani, 2019). While advertisements were found to be useful to some degree, they also seemed to constrain the users from accessing a video, or at least they made them wait for access:

They are pretty annoying sometimes, advertisements. Want to watch a YouTube video and it takes one minute to watch the advertisements. (A3)

There are, of course, pop-up ads. That always happens. We’ve go to a website, that’s pop-up ads. And you go there multiple times, there’s gonna be like pop-up ads happen—they pop up on Instagram and Snapchat, YouTube sometimes. (B5)
This collision between the users and the system can be described in terms of situational and affective relevance (Saracevic, 2007). According to Saracevic (2007), affective relevance manifests the relation between the information and the users’ intents, motivations, emotions, and goals, and it can be argued that it underlies all other manifestations of relevance, particularly situational relevance. Situational relevance manifests the relationship between a situation or problem at hand and the information, and it is inferred by the criteria of the usefulness and appropriateness of the information in the resolution of the problem, and it may be extended to involve social and cultural factors as well (Saracevic, 2007). It can be argued that ads lack situational relevance when the user is trying to do something else, as in this case, watch a video.

The above two quotes can also be described in terms of “frictions of relevance”, a notion suggested by Haider and Sundin (2019, p. 57, p. 64) and used to describe specific forms of infrastructural breakdown, which make the constituents of the information infrastructure noticeable. More specifically, from the user’s point of view, the depicted situation constitutes a friction of relevance that makes the information infrastructure noticeable through dissonance between the individual’s needs and the interests of other stakeholders. Ads circulating across and between different platforms exemplify this dissonance and cause frequent disturbances in the information infrastructure. Moreover, recommender systems appeared to constrain users from finding new or relevant content, making the participants’ experiences repetitive and mundane. Two participants reflected on the recommendations as follows:

But like YouTube, their ads most of the time are really repetitive. (B5)

Recommended things can also be boring because they ... people want to see experience, new, new things, new videos, I’d say. (B6)

The latter participant did not elaborate on whether the recommended content was the same things popping up repeatedly in search engines and feeds or whether it was just similar to earlier content the participant had watched or come across. It was, however, implied that the person thought that the recommendations somehow constrained people from experiencing and encountering new things or new content. The two quotes given above would seem to imply that users might be dissatisfied with the low diversity and lack of relevance of the algorithmic recommendations. This indicates that while the participants did not appear to evaluate the truthfulness of the information actively as pointed out in the previous section, they might at least occasionally evaluate the level of diversity, and affective and situational relevance of the recommendations they receive.

Earlier research has pointed out that even though algorithmic recommendations have the benefit of satisfying users’ need for effective similarity in the short term, they are associated with lower levels of diversity in the long term (Anderson et al., 2020). One type of infrastructural breakdown occurs in a situation where an interface’s affordances seem to make certain types of searches difficult, if not impossible. One participant described such a breakdown when they were asked if some of the everyday applications could be regarded as intelligent:

Right now, I don’t really like the algorithm in some apps. Like, for example, on YouTube, I barely ... I can barely find like new videos or new creators to watch, because I don’t know, the algorithm changed. And they only show creators, which I’ve already subscribed to. Which is kinda sad. (F17)

Since recommender systems are driven by the notion of similarity, to some extent, their affordances enable users to find similar or relevant content, but in turn, they reinforce content based on previous choices, thus constraining their users from experiencing, or giving them fewer opportunities to discover, new content (Anderson et al., 2020). As such, the affordances also discourage (Davis, 2020; Davis and Chouinard, 2016) the users from obtaining more
diverse recommendations. While it is possible to obtain new and more heterogenous recommendations, getting them is not seamless and might require creativity and technical savviness from the users (Davis, 2020). While the aim, at least in the case of Spotify, is to personalize music listening and guide users to music they will enjoy, at the same time, it enhances existing structures and patterns of power by promoting similarity (Werner, 2020). By the nature of their design, recommender systems also contain the risk of isolating their users from exposure to different viewpoints and can have negative effects on social utility and the normal functioning of public debate (Milano et al., 2020).

The last quote above demonstrates how affordances can vary from enabling to constraining (Evans et al., 2017; Kitzie, 2019). It also implies that the participants seem to notice the algorithms when they do not match up to their expectations. Taking notice of algorithms is often triggered by changes that affect the user experience or the functionality of a service (Haider and Sundin, 2019). In the present situation, updates to recommender algorithms seem to have resulted in a situation in which the users felt that the system had failed to perform its primary task, that is, to provide its users with relevant content. However, the different ways in which algorithmic systems are imagined have implications for how they are understood, and the situation may be perceived as being due to a failure to enter a search query. Since any interaction with the system would shape future recommendations (Haider and Sundin, 2022a), performing a search would be likely to produce new content in the search results. Judging the quote above by the same logic, the participant did not appear to participate actively in this interaction. Likewise, users’ previous searches and interactions with an algorithmic system might also result in situations where a platform would recommend or provide them with content that they did not want to see, depending on their situational mood:

Let’s say, if you’re scrolling TikTok and you’re sad, you don’t want to be seeing say like, like happy videos because like you just maybe like feel sad for the moment, I guess . . . (B6)

The above quotes illustrate how algorithmic recommendations may lack affective and situational relevance. It also implies how recommender systems, very much like search engines, seem to be embedded in various social practices in such a way that they may require a decision to remove them to avoid emotional distress (Haider and Sundin, 2019, p. 87). To provide users with relevant and suitable content for their situational mood, recommender systems are still strongly reliant on user interaction and feedback.

**Discussion and conclusion**

This study provides novel insights into the emergence and shaping of everyday information practices through interactions with algorithmic recommendations. Specifically, it improves our understanding of the role played by AI-based algorithmic recommender systems in the everyday information practices of young people. Through interviews with young people, the study addressed how they utilized different search engines and apps to find content or information, how they experienced personalized content and recommendations, and trusted algorithmic recommendations.

A key finding of the study is that the current affordances of algorithmic recommendations enable users to engage in more passive practices in comparison to active search and evaluation practices. In other words, search and evaluation functions tend to be delegated to the recommender systems. The findings also highlight the high degree of trust that users place in these algorithmic recommendations, sometimes dismissing their own responsibility in determining their trustworthiness, for example, in the case of big commercial platforms. It is also noteworthy, how search is often reduced to a simple “look-up” search, or at least, a description was dominant in the accounts of our interview participants. While this reduction
of “search” to mere “look-up” is consistent with some earlier research (Andersson, 2022; Haider and Sundin, 2019, 2022a), and is thus not completely unexpected, how young people integrate these tools into their everyday lives is still of significant interest. However, what previous research has not explicitly noted, is the apparent movement from the active into the passive in youth information practices and how the affordances of the technologies further shape and enhance this development in practices. It should be noted how the young people created meaning from the recommended content they encountered or, on the other hand, could not encounter.

As recommender system affordances do not invite users to explicitly search for content or items, their increasing integration into many platforms may be shaping the practice of searching to one of not searching. There are already situations in which the recommender system acts on behalf of the user, such as a music recommender system choosing a song and playing it without consulting the user (Jameson et al., 2015, p. 612), but for the practices of search and evaluation, this is a somewhat new turn. This practice is performative in the sense that it shapes the very space where the online search is performed (Certeau, 1988; Willson, 2017), although the users’ role in the shaping seems to be passive rather than active. It can be argued that this development in the practice of searching shapes search engines even more towards being just “suggest engines”.

Judging by our findings, and perhaps unsurprisingly, most participants did not seem to make a strong distinction between recommender systems and search engines, or even web browser applications, indicating how their differences have become almost indistinguishable. For example, YouTube and Safari were referred to as search engines, although that may not have been their original function. This indicates how incorporating algorithmic recommendations into various applications and online platforms may contribute to further blurring of the distinctions between different applications and their functions. This suggests that infrastructural awareness must be understood and researched as a cross-platform phenomenon and that conceptualizations of information literacy must draw attention to algorithmic information infrastructures. People have an idea of how algorithms are involved in society’s information infrastructure. While their reactions to changes in the algorithms may not be based on a correct understanding of how the algorithms work, it still contributes to their infrastructural meaning-making (Haider and Sundin, 2019, 2022a, b).

Naturally, these findings do not come without limitations. First and foremost, this is an exploratory study, and one limitation is related to the method. The interview guide was originally developed with a wider interest in AI applications in general, rather than focusing only on recommender systems and algorithmic recommendations. Thus, material addressing algorithmic recommendations is often embedded in conversations about other systems and phenomena. Second, the interview participants were of the same age and from the same geographical area, and thus did not provide a comprehensive picture of youth information practices. When considering future research, the perspectives of the youth themselves need to be addressed, for example, by involving young people as co-researchers so as to make more sense of their practices, as Agosto (2019) has pointed out. The findings further underline the need for future research to attend to information evaluation and devices in use, with a focus on everyday situations, very much as Andersson (2022) has argued. While the focus of this article was on young people and the need for youth perspectives is noted, research into these practices is needed across all age groups (Andersson, 2022).

At the time of the interviews, some of the participants viewed AI as an aid for writing and coming up with their own ideas. They imagined features that are now part of the current possibilities of some AI tools, most notably ChatGPT (Truly, 2023). DuckDuckGo’s recently released DuckAssist, which scans Wikipedia and Britannica to generate answers to users’ questions (McAuliffe, 2023; Weinberg, 2023), is another application with features that some of our interview participants envisioned. These types of AI-supported tools might further
enhance situations in which users are not encouraged to evaluate the trustworthiness of the sources themselves. While these and similar AI-based applications through their affordances do not inhibit source evaluation, they do not encourage it either. The findings have implications for both individuals and policymakers. Considering implications for individuals, new competencies and practices should be developed to avoid overdependence on algorithms and to better understand and recognize possible risks related to algorithmic recommendations and algorithmically generated content. Since individuals have little or no control over how the information infrastructure is constructed, policymakers play a significant role in improving governance over algorithms and AI to steer their development in a direction that supports and encourages users’ information evaluation (Hirvonen et al., 2023). Overall, recent developments in AI and in how AI is debated in the media highlight the need for further research in this area as steps have been taken towards these systems becoming more powerful tools in mass-producing content (Floridi and Chiriatti, 2020).

This turn in the development of AI systems further shapes the current information infrastructure as infrastructural arrangements and conditions enable certain types of information to exist in a certain way (Haider and Sundin, 2019, p. 143). With the added complexity of being unable to distinguish between human and synthetic sources, AI can develop far more unpredictable consequences and involves serious ethical concerns (Floridi and Chiriatti, 2020). Furthermore, as AI systems (Rudolph et al., 2023) are trained on human-created content, they can also reflect humanity’s worst tendencies, such as endorsement of racist stereotypes (Floridi and Chiriatti, 2020). To sum up, recommender systems that incorporate AI elements clearly have the potential for making life easier – at least for some – by suggesting relevant content or paths to follow, as imagined by one participant in this study. However, this also requires people who use them or are otherwise exposed to them to develop new competencies to navigate these systems successfully, and what is more, to navigate society through such systems.
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