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Ethics in AI has become a debated topic of public and expert discourse in recent years. But
what do people who build AI – AI practitioners – have to say about their understanding of
AI ethics and the challenges associated with incorporating it into the AI-based systems they
develop? Understanding AI practitioners’ views on AI ethics is important as they are the ones
closest to the AI systems and can bring about changes and improvements. We conducted a
survey aimed at understanding AI practitioners’ awareness of AI ethics and their challenges
in incorporating ethics. Based on 100 AI practitioners’ responses, our findings indicate that
the majority of AI practitioners had a reasonable familiarity with the concept of AI ethics,
primarily due to workplace rules and policies. Privacy protection and security was the ethical
principle that the majority of them were aware of. Formal education/training was considered
somewhat helpful in preparing practitioners to incorporate AI ethics. The challenges that
AI practitioners faced in the development of ethical AI-based systems included (i) general
challenges, (ii) technology-related challenges, and (iii) human-related challenges. We also
identified areas needing further investigation and provided recommendations to assist AI
practitioners and companies in incorporating ethics into AI development.
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1 INTRODUCTION
AI technology is becoming increasingly pervasive across industries and contexts,
making AI ethics more important than ever [17, 36]. There is no universal definition of
AI ethics and ethical principles [26, 55]. In our study, we used the definition of AI ethics
provided by Siau and Wang [50] who defined it as, “the principles of developing AI to
interact with other AIs and humans ethically and function ethically in society". We used
this definition of AI ethics because it emphasises the responsibility of AI practitioners to
develop AI systems that are both effective and ethical. It captures the important societal
influence of AI while also acknowledging the increasing interaction between AI
systems that is giving rise to new ethical challenges such as unprecedented automation
of online scamming through AI controlling other AI systems [29]. It encourages
the development of AI systems that contribute positively to societal well-being and
mitigate potential negative consequences. The importance of ethical consideration
in AI has been highlighted by several incidents in recent years [4]. For example,
there have been ethical issues such as Google’s Machine learning (ML) algorithm that
was gender-biased against women as it associated men with Science, Technology,
Engineering, and Mathematics (STEM) careers more frequently than women [45];
GitHub’s use of copyrighted source code as training data for their ML-powered GitHub
Copilot which is an example of a privacy issue [40]; Amazon’s AI-powered recruitment
tool that was gender-biased [33]. All these incidents demonstrate the repercussions
of neglecting ethics in AI development, emphasising the necessity of incorporating
ethical considerations in AI to prevent similar incidents in the future.

The extensive use of AI-based systems in various fields and the ethical incidents of
AI-based systems have increased the number of studies in this area. Various studies
have been conducted in the area of AI ethics and most studies are theoretical and
conceptual in nature [6]. For instance, studies have been carried out to analyse ethical
principles of AI [13, 24, 32, 50]. Studies have been conducted with the aim of enhancing
the development of ethical AI-based systems or minimising ethical issues that are
highly prevalent in the current era. Studies have also proposed several frameworks,
models, and methods to assist AI practitioners in incorporating ethics into AI-based
systems such as maturity model [56], ECCOLA method [59], AI ethics framework
[12]. Likewise, several AI ethical guidelines and principles have been developed and
formulated [14, 22, 35]. Despite the abundance of guidelines and studies in the field
of AI ethics, various ethical problems associated with AI systems continue to persist.
The mere development of guidelines is insufficient; AI practitioners1 must also adhere
to them during the development of AI-based systems. It is therefore imperative to
examine whether they are following these guidelines and taking the necessary steps
in the development of such systems. While conducting theoretical research is crucial,
it’s equally essential to conduct empirical studies to understand the views of AI
practitioners on AI ethics since it ultimately relies on the practitioners to adhere to
ethical principles of AI [61].

Recent studies have discussed several aspects of AI practitioners’ awareness of ethics
in AI. For example, Stahl et al. [52], Vakkuri et al. [58] discussed that AI practitioners
1The term ‘practitioners’ in our study includes AI developers, engineers, specialists, experts, and designers
involved in the design and development activities of AI-based systems. The terms ‘AI practitioners’ and ‘AI
developers’ are used interchangeably throughout our study.
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were aware of the concept of ethics in AI, its importance, and its relevance. Several
tools and methods have been developed to raise the awareness of AI ethics among AI
practitioners [37]. Likewise, studies have been conducted to focus on investigating
the challenges related to adhering to specific ethical principles of AI such as fairness,
accountability, and privacy [31, 41, 46]. The significance of AI ethical principles and
challenges associatedwith the implementation of those principles have been conducted
through an empirical investigationwith AI practitioners and lawmakers [27]. Although
several studies have reported the challenges of AI practitioners in incorporating ethics
in AI, most of those studies focused on investigating the challenges of AI practitioners
and other stakeholders related to specific ethical principles of AI. There is a lack of
research that focuses on investigating the overall challenges of AI practitioners in
incorporating ethics in AI.
Previously, we conducted a Grounded Theory Literature Review (GTLR) of 38

empirical articles to gain insights into research studies that focused on investigating
AI practitioners’ views on AI ethics and developed a taxonomy of ethics in AI from
developers’ viewpoints spanning five categories: (i) developer awareness, (ii) developer
perception, (iii) developer need (iv) developer challenge, and (v) developer approach [42].
In this study, we conducted a survey with AI practitioners to investigate two aspects
(categories) including, (i) developer awareness of ethics in AI and (ii) developer challenge
in incorporating ethics in AI that we derived through our GTLR. The two research
questions (RQs) of this study are:

RQ1.How aware areAI practitioners of different aspects related toAI ethics?
To answer this RQ, we investigated: (i) the extent to which AI practitioners are aware
of the ‘AI ethics’ concept, (ii) what ethical principles AI practitioners are aware of,
(iii) reasons for AI practitioners’ awareness of ethics and (iv) awareness of the role of
formal education/training in preparing AI practitioners to incorporate ethics in AI.
RQ2. What challenges/barriers do AI practitioners face in incorporating

ethics in AI?
To answer this RQ, we investigated the degree of challenges AI practitioners face
in considering and following each AI ethical principle using Australia’s AI Ethics
Principles2 as a reference. We used Australia’s AI Ethics Principles as a basis for
investigation due to three main reasons: (i) Australia’s AI Ethics Principles cover a
good range of ethical issues ranging from human to environmental well-being, some
of the most popular ethical concepts including fairness, privacy, transparency, as
well as some more rare but critical ones such as contestability and accountability; (ii)
there is no unified set of AI ethics principles that everyone around the world follows
since different countries and organisations have their own; and (iii) when we first
advertised the survey on social media platforms like LinkedIn and Twitter, we were
more likely to get participants from Australia because we are based in Australia and
our connections are mostly from there. So we used Australia’s AI ethics principles as
we expected to gain maximum responses from the participants based in Australia. We
moved to do a second round of data collection using Prolific since we didn’t get the
response we expected in the first round. At this stage, we kept the selected principles
to maintain continuity because the Australian AI Ethics Principles cover a broad range
of key areas that cut well across other sets of principles used around the world [16],
[22], [14]. We also explored the overall key challenges/barriers that AI practitioners
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face in incorporating ethics in AI. Our survey contained 15 questions in total (12
closed-ended and 3 open-ended questions). We collected data in two rounds. In the
first round, we advertised our survey on social media platforms such as LinkedIn and
Twitter and obtained 17 responses, and in the second round, we collected the data
for our study using the Prolific platform and obtained 83 responses, making the total
number of responses to our study 100.We used Socio-Technical Grounded Theory (STGT)
method for data analysis [18] to analyse the qualitative data and descriptive statistics to
analyse the quantitative data. The main contribution of our study is that we designed
a set of recommendations for further research on AI practitioners’ awareness and
challenges around ethics in AI that would be beneficial for both AI practitioners and
AI researchers to enhance AI practitioners’ awareness of AI ethics and the challenges
in incorporating ethics in AI. We also provide recommendations to AI educators.
The rest of the paper is organised as follows. Section 2 presents the related work

followed by the research methodology in Section 3. We present the findings in Section
4 followed by a discussion on key findings and recommendations in Section 5. Then,
we provide the limitations and threats to the validity of our study in Section 6 which
is followed by a conclusion in Section 7.

2 RELATEDWORK
In this section, we provide a summary of the previous research.

2.1 AI Practitioners’ Awareness of Ethics in AI
Studies have been conducted to investigate the awareness of AI practitioners of ethics
and ethical principles of AI. The majority of these studies have focused on under-
standing if AI practitioners are aware of the concept of AI ethics and its importance
in AI development. Vakkuri et al. [62] conducted semi-structured interviews with AI
practitioners and concluded that they were aware of the concept of ethics in AI and
its importance. Stahl et al. [52] applied a case study research strategy and reported
that AI practitioners were aware of the relevance of ethics in AI. Govia [15] conducted
interviews and field observations with AI specialists to investigate the social or ethical
implications of AI based on their working experience in AI development. They found
that AI specialists were aware of the philosophical theories of AI ethics.
Studies have also reported the awareness of AI practitioners on different ethical

principles of AI. Vakkuri et al. [62] conducted interviews with AI practitioners from
five case companies to understand the practices used by them to incorporate ethics
in AI. They found that the participants of all five case companies were aware of and
concerned about the issues related to system transparency, which is an AI ethical
principle. Christodoulou and Iordanou [8] conducted six focus groups with 63 AI
experts to investigate the ethical issues of digital media with a focus on AI and Big Data.
They reported that the participants were aware of ‘Transparency’ as an ethical principle
of AI. Vakkuri et al. [57] reported that AI practitioners had knowledge about the term
‘transparent AI’ as it was one of their goals of AI development. Mark and Anya [32]
discussed how participants were knowledgeable about the transparency law, which
assisted them in identifying which data should be disclosed and which data should
2https://www.industry.gov.au/publications/australias-artificial-intelligence-ethics-framework/australias-
ai-ethics-principles
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be kept confidential when creating an AI system and strived to create transparent
systems. Likewise, Holstein et al. [19] conducted semi-structured interviews with 35
ML practitioners and a survey with 267 ML practitioners to investigate their challenges
and needs to develop fair ML systems. They found that the majority of them were
aware of ‘Fairness’ principle and possessed knowledge of fairness-related issues of
ML systems. Veale et al. [63] carried out interviews with 27 ML practitioners across 5
OECD countries regarding the challenges and design needs for algorithmic support
in high-stakes public sector decision-making and found that the practitioners were
aware of ‘Fairness’ AI ethical principle and worked towards abolishing fairness issues
in AI systems. The participants were also aware of ‘Accountability/ Responsibility’
and its importance in the development and deployment of AI-based systems and
took responsibility for any harm caused by their creations. Ibáñez and Olmeda [21]
conducted 22 semi-structured interviews and 2 focus groups with AI practitioners to
investigate howAI companies bridge the gap betweenAI ethical principles and practice.
They found that ‘Privacy’ is the principle that AI practitioners were most aware of
and extensively discussed, with data and information privacy being a significant
concern for organisations. Ryan et al. [48] conducted a multiple case study analysis to
investigate the ethical concerns arising from the implementation and use of Big data
and AI. They found that ‘Privacy’ was the only ethical principle that the participants
of all 10 case studies were aware of and discussed ethical issues related to it.

Most of the previous work has focused on understanding whether AI practitioners
are aware of the concept of AI ethics and understanding AI practitioners’ awareness
of specific ethical principles of AI. There still remain areas that need to be investigated
when it comes to the awareness of AI practitioners on AI ethics so that effective strate-
gies can be developed to enhance the awareness of AI ethics among AI practitioners.

2.2 AI Practitioners’ Challenges in Incorporating Ethics in AI
Studies have reported several challenges that AI practitioners face in incorporating
ethics during the development of AI-based systems. However, the main focus of these
studies was not to investigate the specific challenges faced by AI practitioners in
incorporating ethics in AI. For example, Vakkuri et al. [62] and Govia [15] conducted
empirical studies to explore the practices used by AI practitioners in incorporating
ethics into AI development and investigate the social and ethical implications of AI
respectively. In doing that, they discovered several challenges discussed by the partici-
pants related to ethics incorporation in AI. Orr and Davis [41] conducted interviews
with 21 AI practitioners to investigate how they attribute and distribute ethical re-
sponsibility for AI systems. During that process, several AI practitioners discussed
the challenges they face in developing ethical AI systems including challenges related
to organisational norms, legislative regulations, users, and AI machines. Ibáñez and
Olmeda [21] conducted an empirical study to understand the gap between principles
and practices in AI ethics. They also explored various challenges related to translating
each AI ethical principle into practice. Sanderson et al. [49] carried out semi-structured
interviews with AI designers and developers and discovered several challenges and
insights related to translating each of Australia’s AI Ethics Principles2.
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Studies have investigated the challenges faced by AI practitioners in incorporating
specific ethical principles of AI. For instance, Madaio et al. [31] conducted semi-
structured interviews and workshops with 33 AI practitioners to investigate the
challenges and needs of AI practitioners to assess the fairness of AI-based systems.
Holstein et al. [19] conducted semi-structured interviews with 35 ML practitioners
and a survey of 267 ML practitioners to investigate the team’s challenge and needs in
developing fairer ML systems. Rakova et al. [46] conducted semi-structured interviews
with AI practitioners with a focus on algorithmic accountability and investigated com-
mon challenges, ethical tensions, and effective enablers for responsible AI initiatives.
On the other hand, studies have been conducted to explore the challenges related to
addressing ethical issues of AI through focus groups with AI engineers [8].

Most studies have either focused on investigating the challenges of AI practitioners
in following specific AI ethical principles like fairness [31, 41] and accountability
[46], explored the broader issues of addressing ethical concerns in AI [8] or their
primary focus was not on investigating AI practitioners’ challenges in incorporating
AI ethics but have still managed to uncover certain challenges encountered by AI
practitioners [15, 62]. It indicated that there is a lack of research that focuses primarily
on investigating the challenges of AI practitioners in incorporating ethics in AI.

3 RESEARCH METHODOLOGY
We used the survey research method to conduct this study to gather insights from
broader AI practitioners on different ethics-related aspects of AI, such as their aware-
ness of AI ethics and challenges to incorporate ethics in AI [25, 65].

3.1 Survey Design
We aimed to obtain an overview of the participants’ perspectives on two aspects of
ethics (awareness and challenges) in AI based on their experiences through our survey
(Appendix A). Figure 1 shows the steps that we followed to design the survey to
achieve the objective of this study. The survey planning was carried out from August
2022 to October 2022. During this phase, the main tasks performed were defining
survey goals and variables, designing the questionnaire through iterative processes,
and prioritising important survey questions. Hence, we designed the survey with both
open and closed-ended questions. The survey was divided into three main sections and
comprised 15 questions (12 closed-ended and 3 open-ended questions). The questions
focused on several areas aligned with our future studies.

3.1.1 Participant Information. The first section of the survey was designed to collect
basic demographic information and current employment details of the participants.
The survey was anonymous and did not record any personally identifiable information,
only information about their gender, age ranges, country of residence, and educational
qualifications was collected. Employment details such as job roles/titles and primary
responsibilities were collected to identify whether the participants are involved in
AI-based software development activities. Participants were asked about their years
of experience in AI-based software development to exclude those from the study data
who had no experience in that field. All the participants included in our study have at
least some experience in AI-based software development.
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Fig. 1. Overview of the research methodology of the study.

3.1.2 Understanding the Participants’ Perspectives of AI Ethics. The second and third
sections were designed to get an overview of the participants’ perspectives on two
aspects of ethics in AI including their awareness of AI ethics and their challenges
in incorporating ethics in AI. In section two, we focused on identifying how aware
AI practitioners are of the concept of AI ethics and AI ethical principles (we asked
the participants to rate their familiarity with the concept of ‘ethics’ in AI and report
what ethical principles of AI they are aware of based on their experience), reasons
for their awareness (we provided them with a list of reasons to become aware of AI
ethics that were identified in our previous study [42] and asked them to provide any
other reason(s) via open-ended option in the end), and their awareness of the role of
formal education/ training (ranging from “Extremely well" to “Not at all") in preparing
them to incorporate ethics during the process of developing AI-based systems. The
significance of formal education in promoting the ethical implementation of AI has
been discussed in the literature [7].
In section three, we aimed to obtain the participants’ perspectives on the chal-

lenges they encounter when incorporating ethics in AI. We used Australia’s AI Ethics
Principles2 as a reference and requested participants to rate the degree of challenges
(“Very Challenging” to “No experience”) they experienced in adhering to the ethical
principles while developing AI-based systems. Moreover, we included an open-ended
question to gather the participants’ opinions on the primary challenges or barriers
they encounter in incorporating ethics in AI. This question enabled us to gain a range
of viewpoints on the challenges faced by AI practitioners in incorporating AI ethics.

3.1.3 Pilot Study. Once the survey had been formulated, a preliminary trial was
carried out with AI practitioners from our network in order to confirm the questions’
clarity and comprehensibility, gauge the amount of time needed to complete the
survey and gather their opinions on ways to enhance it. The survey was subsequently
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circulated among two AI practitioners engaged in AI development activities and two
academics with previous involvement in such activities. Taking their suggestions
into account, we made some modifications to the survey questions and added some
definitions to enhance the clarity of some terms. After incorporating these changes,
we finalised the survey and conducted our study.

3.2 Survey Sampling and Data Collection
We adopted a non-probability purposive sampling technique for our study, which
entails selecting participants based on particular characteristics rather than their
availability [1]. This method allowed us to specifically target our desired group of
participants, who are AI practitioners engaged in AI development activities. Our
survey was created using the Qualtrics platform and we advertised the survey as
an anonymous survey link after obtaining the required ethics approval (Reference
Number: 34685). The survey questionnaire can be found in Appendix A.
We carried out two rounds of data collection. The first round of data collection

was executed from October 2022 to December 2022 and we advertised the survey
on social media groups like LinkedIn and Twitter, targeting AI practitioners who
are engaged in AI development. We received complete survey responses from 17 AI
practitioners who have some level of experience in AI development. Since we didn’t
receive enough responses in the initial data collection, we decided to carry out a
second round. We used the Prolific platform from January 2023 to February 2023
to advertise the survey. As a result, we obtained valuable information from 83 AI
practitioners who participated in the survey. The Prolific platform has useful features
to filter and select participants, as well as customise monetary incentives for each
of the participants. As our aim was to obtain responses from participants who had
some level of experience in AI development activities, we employed the participant
filtering options of “Employment Sector - Information Technology” and “Employment
Status - Full-Time/Part-Time”. We provided the participants who completed the survey
through Prolific with a reward of 13.30 AUD. Since the survey was shared globally,
we obtained responses from various countries, as illustrated in Table 2. As we did not
have any particular preference for certain countries, the responses were distributed
across various regions. We obtained a majority of the responses from Europe (30%),
followed by the participants from other continents like Africa (28%), North America
(18%), Asia (12%), etc. Section 4.1 contains an in-depth analysis of the participants’
demographics.

3.3 Data Analysis
We collected both qualitative and quantitative data through our survey. So, we used a
mixed-method approach to analyse the survey data. The data analysis types (quanti-
tative/qualitative) that we used to address each research question in this study are
presented in Table 1. We used Microsoft Excel to statistically analyse the quantita-
tive data and organise the qualitative data. Meanwhile, we used the Socio-Technical
Grounded Theory (STGT) for Data Analysis method to analyse the qualitative data
[18], which is well-suited for analysing qualitative data, such as those acquired from
open-ended text-based survey responses (or open-text for short). The purpose of the
STGT for data analysis, unlike a complete STGT study, is not to develop advanced
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Table 1. Data sources and analysis types used to answer RQs (descriptive statistics for quanti-
tative data analysis and STGT for qualitative data analysis).

RQ Data Source Data Analysis Type Purpose of Analysis
RQ1 Closed-ended

question
Quantitative analysis To get an overview of participants’ awareness of

different aspects related to AI ethics including (i) extent
of awareness of ‘AI ethics’ concept, (ii) awareness of AI
ethical principles, (iii) reasons for awareness, and (iv)
role of formal education/training in preparing AI
practitioners to incorporate AI ethics

RQ2 Closed-ended,
Follow-up
open-ended question

Quantitative analysis
Qualitative analysis

To get an overview of the extent to which AI
practitioners are challenged to consider and follow each
AI ethical principle and the key challenges they face in
incorporating AI ethics

theories, but rather to identify important patterns in the qualitative data and present
them as layered and/or multi-dimensional findings, along with insights and reflections.
To do this, we used an open coding approach to developing concepts and categories
with constant comparison of various open-text responses. This approach does not
require extensive qualitative data. For example, we gathered open-text responses from
100 participants for the question, “In your experience, what are the main challenges
or barriers in incorporating ethics in AI?". These responses were analysed using the
STGT for data analysis approach. We applied open coding in open-text answers and
developed codes as shown in Figure 2. For example, we obtained codes like ‘difficulty
in predicting AI outcomes’, and ‘difficulty in predicting AI consequences’ through open
coding. We then engaged in constant comparison, a “process of constantly compar-
ing derived codes within the same source and across sources to identify key patterns in
the data" [18]. This involved comparing each code with others constantly, leading
to revealing patterns among them. For instance, when we compared the two codes
mentioned above, the common pattern between them was related to the challenges of
human beings foreseeing outcomes and consequences. We combined these two codes
to create a concept of ‘lack of foresight’. We employed the same approach of constant
comparison with the remaining codes and obtained concepts such as ‘lack of common
perception’, ‘lack of knowledge/understanding’, and ‘nature of humans’. We again con-
stantly compared these concepts to one another and established distinct categories. In
this case, these four concepts shared a human-centered aspect in common, leading to
their grouping within the ‘human-related challenges’ category.
Similarly, we derived multiple codes and concepts that were related to the chal-

lenges of technology, as presented in Figure 2. This led to the formation of the other
high-level category, namely: ‘technology-related challenges’. In this way, we derived a
total of three categories of challenges including general challenges, technology-
related challenges, and human-related challenges. Detailed information on these
challenges is provided in Section 4.
The survey questionnaire was designed by four authors, and all five authors par-

ticipated in analysing the data and presenting the findings. We engaged in multiple
rounds of discussion for each stage to reach decisions. During the analysis phase,
the first author analysed the quantitative data and shared the results with the other
authors. They discussed the optimal approach to presenting the findings. Additionally,
in the analysis of the qualitative data, the second and third authors assisted the first
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author. Once the qualitative data were analysed, the results, including codes, concepts,
and categories for the open-ended question, were shared and discussed among all
authors who also helped in presenting the findings.

Fig. 2. Examples of STGT analysis [18] applied to qualitative data on challenges/barriers in
incorporating ethics in AI.

Open coding, constant comparison, and memoing are the steps involved in the
STGT method for data analysis. “Basic memoing is the process of documenting the
researcher’s thoughts, ideas, and reflections on emerging concepts and (sub)categories and
evidence-based conjectures on possible links between them" [18]. Therefore, we created
memos to document important insights and reflections that we discovered during
the process of open coding activities. An example of a memo that we created for the
concept ‘lack of knowledge/understanding’ is shown below. The discussion on the key
insights from memoing is presented in Section 5.3.

Memo on “Lack of knowledge/understanding": “Not enough details here to
gather what kind of knowledge is lacking. Some shared include lack of
knowledge of AI outputs, ethical implications of AI, and lack of programming
skills (although unclear what this means for incorporating ethics - or just that
AI implementation is becoming very complex)
Link: P97 and P36 mention limitations of human knowledge (about limits of AI
- P36); limitations of humans to control and alter AI decisions (P41) and link it
to possible misuse of ethical loopholes by AI (see "powerful and inescapable AI"
memo). P48 notes a lack of human overview of what others are doing and what
we are creating (no overview and coordination). P58 notes a lack of human
ability to predict the long-term consequences of AI (no long-term view)."

4 FINDINGS
4.1 Participants’ Demographics
In this section, we present the demographics of the survey participants. Table 2
summarises the overall statistics of the participants based on their gender, age, country,
work experience, education, job title, and AI development-related activities.
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A total of 100 AI practitioners participated in the survey. The majority of the
participants were men (71%) whereas only 29% were women. The most common age
group of the participants was 26 to 30 years, comprising 31% of the sample followed by
the age group ranging from 20-25 years (25%). Only 3% of the participants were over
the age of 50. Similarly, the majority of the participants (23%) were AI/Data scientists
followed by AI developers (19%). 16% of the participants were AI engineers followed
by 11% participants who were AI/ML practitioners. The job title of only 3% of the
participants was AI/ML specialist whereas 14% of the participants were in the ‘Other’
group. Their job titles included software engineer or software developer. As our target
survey participants were AI practitioners involved in AI development activities, we
wanted to know the major AI development-related activities they were involved in.
The results show that the majority of the participants (61%) were involved in the Data
Collection activity followed by the Data Cleaning activity (50%).

Table 2. Demographics of the Survey Participants.

Gender Work Experience in AI Development

Men 71% Less than 1 year 28%
Women 29% 1 to 2 years 43%

3 to 5 years 19%

Age 6 to 10 years 7%

20 to 25 years 25% 11 to 15 years 3%

26 to 30 years 31% Education

31 to 35 years 17% High School 10%
36 to 40 years 16% Bachelor Degree 56%
41 to 45 years 6% Master Degree 22%
46 to 50 years 2% Ph.D. or higher 7%
Above 50 years 3% Prefer not to answer 1%

Job Title Others 4%

AI Expert 6% Countries

AI/ML Specialist 3% Africa 28%
AI/Data Scientist 23% North America 18%
AI Designer 8% Europe 30%
AI/ML Practitioner 11% South America 3%
AI Engineer 16% Oceania 9%
AI Developer 19% Asia 12%

Others 14% AI Development-related Activities

Model Requirements 29%
Data Collection 61%
Data Cleaning 50%
Data Labelling 31%
Feature Engineering 28%
Model Training 38%
Model Evaluation 30%
Model Deployment 27%
Model Monitoring 21%
Others 5%

4.2 RQ1 – How aware are AI practitioners of different aspects related to AI
ethics?

4.2.1 Extent of awareness of ‘AI ethics’ concept. In our previous work (GTLR) [42], we
identified five categories discussing AI practitioners’ viewpoints on ethics in AI among
which ‘developer awareness’ is one of them. Under this category, there are multiple
concepts, and developer awareness of ‘AI ethics and ethical principles’ is one of the
underlining concepts. The main reason to conduct the GTLR (our previous work) over
a Systematic Literature Review (SLR) was due to the lack of empirical studies focusing
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on investigating AI practitioners’ views and understanding of ethics in AI. Therefore,
getting an industry perspective on this concept by asking them about their level of
familiarity with the concept of ethics when it relates to AI development was required.
The participants were given five different levels of familiarity to choose from, ranging
from ‘Very familiar’ to ‘Not at all familiar.’ As shown in Figure 3, out of all participants,
41% had a reasonable familiarity with the concept of AI ethics, followed by 33% who
were somewhat familiar with the concept. Conversely, only 13 % of the participants
had a high level of familiarity with ethics in AI, 12% of the participants had a low level
of familiarity and only 1% of the participants having no familiarity with the concept
at all.

0 10 20 30 40 50
1%

12%
33%

41%
13%

Percentage of Participants

Not at all Familiar
Not Very Familiar

Somewhat Familiar
Reasonably Familiar

Very Familiar

Fig. 3. AI practitioner’s degree of familiarity with the concept of AI ethics.

We analysed participants’ awareness of AI ethics across different factors like work
experience, education, gender, and job title. Among 71 participants with up to 2 years
of AI development experience, ~48% (34 people) had a good grasp of AI ethics, being
either ‘Very familiar’ or ‘Reasonably familiar’ with the concept as shown in Figure 4
(the symbol (~) denotes approximate values). Of the 19 participants with 3-5 years and
10 participants with over 5 years of AI development experience, ~74% (14 people) and
60% (6 participants) had a strong familiarity with the concept of AI ethics respectively.
Regarding education, among the 66 participants with high school or Bachelor’s

degrees, ~47% (31 individuals) were either ‘Very familiar’ or ‘Reasonably familiar’ with
AI ethics as shown in Figure 5. Among the 22 participants with Master’s degrees and
the 7 participants with Ph.D. or higher degrees, ~69% (15 people) and ~86% (6 people)
had a very good familiarity with the concept of AI ethics, respectively.
Regarding gender, among the 71 male participants, ~51% (36 individuals) demon-

strated a strong familiarity with AI ethics, reporting either ‘Very familiar’ or ‘Reason-
ably familiar’ with the concept as shown in Figure 6. Of the 29 female participants,
~63% (18 participants) were either ‘Very familiar’ or ‘Reasonably familiar’ with the
concept of AI ethics.
In terms of job titles, all 6 AI Experts and 3 AI/ML Specialists (100%) expressed a

high level of familiarity with AI ethics, being either ‘Very familiar’ or ‘Reasonably
familiar’ with the concept. Among the 23 AI/Data Scientists, 61% (14 individuals) had
a strong familiarity with the concept of AI ethics, as shown in Figure 7.

4.2.2 Awareness of AI ethical principles. The ethical guidelines for AI differ depend-
ing on the country and organisation. Our previous work (GTLR) revealed that AI
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Fig. 4. Participants’ familiarity with the
AI ethics concept based on work experience.

Fig. 5. Participants’ familiarity with the AI
ethics concept based on education.

Fig. 6. Participants’ familiarity with the
AI ethics concept based on gender.

Fig. 7. Participants’ familiarity with the AI
ethics concept based on job title.

practitioners discussed only four specific ethical principles of AI namely ‘Accountabil-
ity’, ‘Fairness’, ‘Transparency and explainability’, and ‘Privacy’. However, obtaining a
broader perspective from the industry on all the ethical principles related to AI that
practitioners were aware of was required. To achieve this, we referred to Australia’s
AI Ethics Principles2 as a basis for investigation.

We found that the majority of the participants were aware of the AI ethical principle
namely, ‘Privacy protection and security’ (64%) followed by two ethical principles,
‘Reliability and safety’ and ‘Human-centred values’ with 53% each as shown in Figure 8.
Additionally, most of the participants were also aware of the three AI ethical principles
including ‘Accountability’ (45%) followed by ‘Fairness’ (43%) and ‘Transparency and
explainability’ (42%). Only a small percentage of the participants (12%) were aware of
all AI ethical principles whereas 2% were not familiar with any of the ethical principles
of AI.

4.2.3 Reasons for awareness. Several studies have reported the reasons that contribute
to the awareness of AI ethics and ethical principles among AI practitioners such
as exposure to news and media, customer complaints [19], personal interests, and
experiences [21]. Therefore, we aimed to conduct further research on these reasons
and also explore other factors that raise the awareness of AI practitioners regarding
AI ethics and ethical principles. To achieve this, we presented a list of possible reasons
and asked participants to choose the applicable ones and add any other reasons that
were not listed in the options through an open-ended answer.
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Fig. 8. AI practitioner’s awareness of AI ethical principles.

According to our findings, the reason for the majority of the AI practitioners’ aware-
ness of AI ethics and ethical principles was workplace rules and policies, accounting
for 63% of responses, as shown in Figure 9. The second reason, cited by 54% of par-
ticipants, was awareness of AI ethics and ethical principles through news and media.
Likewise, the personal interests of the AI practitioners and their first-hand personal
experience were also the reasons for their awareness of AI ethics and ethical principles
that accounted for 49% and 48% of responses respectively. A mere 2% of the partici-
pants provided explanations for their reasons for awareness of AI ethics and ethical
principles through the open-ended answer option. Interestingly, all participants who
provided an answer cited “University" as their reason for awareness. For instance,
participant [P38] explicitly stated “University courses" as their source, while [P63]
simply mentioned “University".

0 20 40 60 80 100
2%

17%
39%

48%
49%

54%
63%

Percentage of Participants

Others
Customer complaints

First hand professional experience
First hand personal experience

I have a personal interest
Through news and media

Workplace rules and policies

Fig. 9. AI practitioner’s reasons for awareness of ethics in AI.

4.2.4 Role of formal education/training in preparing AI practitioners to incorporate
AI ethics. The significance of educating people about ethics in AI has been discussed
in the literature [7] which was one of the recommendations in our previous work
(GTLR) [42]. Therefore, our next objective was to gather AI practitioners’ perspectives
on how effective formal education or training helps them in preparing themselves to
incorporate ethics during AI development. To accomplish this, participants were asked
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to rate the extent to which formal education or training help them, using a five-point
scale ranging from ‘Extremely well’ to ‘Not at all.’ Figure 10 demonstrates that the
majority of participants (43%) felt that formal education or training moderately help
them to incorporate ethics in AI. Conversely, 17% of the participants stated that formal
education or training provides slight assistance while another 17% reported that it
provides no assistance at all. It is worth noting that only a small number of participants
(10%) believed that formal education or training is extremely effective in preparing
them in incorporating ethics in AI.
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17%
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43%
13%
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Percentage of Participants

Not at all
Slightly well

Moderately well
Very well

Extremely well

Fig. 10. Role of formal education/training in preparing AI practitioners to incorporate AI ethics.

4.3 RQ2 – What challenges/barriers do AI practitioners face in
incorporating ethics in AI?

First, we began by asking a closed-ended question to the participants to evaluate the
ethical principles of AI by assessing the challenges involved in considering and adher-
ing to each one. We used Australia’s AI Ethics Principles2 as a reference and requested
the participants to rate the degree of difficulty (ranging from “Very Challenging” to
“No experience”).

The results indicate that the majority of the participants (27%) found ‘Human-centred
values’ most challenging to adhere to while developing AI-based systems, followed by
another principle ‘Privacy protection and security’ (26%). In addition, 24% and 22% of
the participants found ‘Transparency and explainability’ and ‘Reliability and safety’
very challenging principles respectively to adhere to. Besides, the majority of the
participants (12%) also mentioned that ‘Privacy protection and security’ is the least
challenging ethical principle to adhere to during AI development. Only 3% of the
participants reported that ‘Human-centred values’ is the ethical principle that is least
challenging to adhere to during AI development as shown in Figure 11.
We asked an open-ended question to explore the main challenges or barriers that

AI practitioners face in incorporating ethics in AI and we used a bottom-up (inductive)
approach for data analysis. In other words, we were not looking for mapping to
principles. However, some challenges raised by the participants align with some AI
ethical principles. For instance, a participant [P88] noted the challenge of ensuring
transparency and accountability due to the complex decision-making process of AI
systems. Likewise, the majority of the participants discussed how the biased nature
of human beings makes it challenging to maintain fairness in the AI systems being
developed [P1, P2, P5, P6, P7, P8, P10, P11, P13, P15, P16, P19, P20, P21, P22, P23, P26,
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Fig. 11. AI practitioner’s perceived degree of challenges in following AI ethical principles: From
“Very challenging" to “No experience".

P29, P30, P33, P34, P39, P44, P45, P54, P59, P60, P61, P63, P64, P69, P73, P75, P78, P80,
P82, P83, P84, P85, P96, P99, P100].
The qualitative data was analysed using the STGT method for data analysis. Based

on the response to the open-ended question, we categorised the main challenges of AI
practitioners into three categories including (i) General challenges, (ii) Technology-
related challenges, and (iii) Human-related challenges. These are explained in detail
below. Figure 12 shows the overview of the challenges/barriers in incorporating ethics
in AI that we obtained through the analysis of the qualitative data.

Fig. 12. Overview of the challenges/barriers in incorporating ethics in AI.

4.3.1 General Challenges.

Complexity of ethics. Quantification: The complexity of ethics arises from the mul-
tifaceted nature of ethical values and principles and makes it challenging to quantify,
such as capturing, defining, and measuring them. Participants also identified this as
one of the challenges in integrating ethics while developing AI-based systems. For
example, participants [P72] and [P37] said:
 “It is similar to values such as happiness, satisfaction, and quality of life. How to define
them mathematically? In such a situation, the creators of the algorithm will probably
reach for an economic, tangible, and imaginative argument - how much can be saved
thanks to it. In addition, there are many exceptions to the rule that cannot be captured in
the algorithm." – [P72]
 “Measuring and building ethics red lines is challenging." – [P37]
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Translation: Translating ethics from principles to practice can be a challenging task.
While ethical principles provide a foundation for ethical decision-making, applying
these principles in practice can be complex. It was considered a challenge to incorpo-
rate ethical principles into AI-based systems for most of the participants (P2, P4, P5,
P6, P7, P8, P10, P11, P12, P14, P15, P16, P17, P18, P19, P21, P23, P24, P35). For example,
 “The main challenge is to implement some huge concept onto program written in the
programming language." – [P89]

Management: Various ethical principles for AI exist and differ among countries and
organisations. Ensuring that these principles are balanced, connected, and monitored
during the development of AI-based systems can present a challenge for AI practi-
tioners. Some participants expressed similar views on the management of AI ethical
principles and discussed the challenges they faced during AI development.
 “One has to decide how to connect it with the other principles and rules we base our
AI upon in order to maximise our target outcomes. Lastly, since these things are very
difficult to control and audit, there is no real incentive to introduce them into the system.
" – [P30]
 “A balance on all of them seems difficult as is always on the software you can’t have
them all." – [P32]

Implementation: Following each ethical principle during the development of an
AI-based system could be a challenge as discussed by some of the participants (P32,
P66, P71, P83).
 “It’s difficult to consider all branches of the main principles that should be applied to
AI. This results in some gaps and scenarios being missed and only being realised once it
is developed." – [P63]

Cost. Cost is an important factor in developing an AI-based system and it could be
one of the challenges in developing ethical AI-based systems. The absence of adequate
funds could be a challenge because developing such systems requires specialised skills
and resources, which come at a cost and it may also impact business goals. Most of
the participants (P1, P3, P5, P9, P10, P14, P15, P16, P20, P21, P22, P26, P90) reported
that cost is a challenge in developing ethical AI-based systems.
 “Developing ethical AI requires a specific set of skills and resources, which may be in
short supply and requires a cost" – [P58]

Time. To apply principles: Time is another factor that may impact the development of
ethical AI-based systems. Most of the participants noted that lack of time is a challenge
they face in considering and following ethics during the development of AI-based
systems (P5, P7, P10, P11, P14, P16, P17, P18, P21, P25, P26, P29, P90).
 “Some ethical principles directly impact the development timeline and require ad-
ditional work which isn’t required for the software to be operational, extending the
development time-frame." – [P70]
To understand principles: It is essential to understand AI ethical principles before

incorporating them into the development of AI-based systems. Some of the participants
(P5, P6, P8, P9, P10, P11, P17, P18) reported that lack of time to understand the AI
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ethical principles is a challenge that impacts the development of ethical AI-based
systems.

4.3.2 Technology-related challenges. Participants discussed two challenges (concepts)
related to technology in incorporating ethics during AI-based system development
including (i) AI-related and (ii) Data-related challenges. Each of these concepts is
underpinned by multiple codes.

AI-related. Complexity: AI is a complex technology. AI is designed to learn and adapt
to new situations, making it more intelligent over time. However, this also means
that AI systems can become incredibly complex, making them difficult to understand
and control. The complexity of AI technology could be one of the challenges for AI
practitioners to follow ethics during its development. This idea was supported by
some of the participants who stated:
 “Systems based on artificial intelligence pursue a strictly defined goal. Make it an
increase in usability. At the outset, it is necessary to describe in a mathematical way
what utility is. It’s hard to do. It is similar to values‚ such as happiness, satisfaction, and
quality of life. How to define them mathematically?" – [P72]
 “The reasoning of the system cannot really be accounted for, it acts like a black box,
where why it came to a certain conclusion is difficult to discern." – [P59]

A few other participants like [P42], [P47], and [P71] also reported the same notion.

Scope: AI has the potential to tackle a wide range of complex tasks, from recognising
speech and images to analysing large data sets and making predictions based on
patterns. The scope of AI has been expanding rapidly in recent years, driven by
advances in machine learning, deep learning, and natural language processing which
could be a challenge for AI practitioners to develop ethical AI-based systems. A
participant [P36] shared a similar thought on AI scope.
 “AI in itself is not very hard to understand but then the problem lies in the user’s
knowledge of what the data collection and training results they are experiencing turns
into, software misuse also happens but with AI the scope is wider and harder to consider."
– [P36]

Data-related. Lack of quality data: Quality training data is critical to the success of
AI-based systems. In order for AI models to accurately learn andmake predictions, they
require large amounts of high-quality data. Lack of quality training data could be one
of the challenges in developing ethical AI-based systems. For example, if the training
data is gender or race-biased, then the AI model created will also be biased. Several
participants (P58, P59, P60, P74, P76, P88) reported it as a challenge in developing
ethical AI-based systems.
 “One of the main challenges in developing ethical AI is ensuring that the data used
to train the models is unbiased. If the data is biased, the model will be too, potentially
leading to unfair or discriminatory outcomes." – [P58]
 “AI systems can perpetuate and amplify biases and discrimination present in the data
used to train them, making it challenging to ensure that the AI is treating all individuals
fairly." – [P88]
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Lack of training data: There should be sufficient training data available to create
AI models. Lack of training data could be a challenge in creating ethical AI-based
systems. This idea was supported by some of the participants (P65, P87).
 “In my experience, this would be the lack of data, in turn, resulting in not being fully
ethical" – [P65]

4.3.3 Human-related challenges. Participants discussed four human-related chal-
lenges (concepts) in considering and following ethical principles during AI-based
system development including (i) Lack of common perception, (ii) Lack of knowl-
edge/understanding, (iii) Lack of foresight, and (iv) Nature of humans. Each of these
concepts is underpinned by multiple codes.

Lack of common perception. Lack of common perception of ethics: The concept of
‘ethics’ is subjective, with each person having their own unique interpretation, which
can differ from one another. This difference in human perception and varying opinions
on what constitutes ethics creates difficulties in creating a universal definition of the
term ‘ethics’ that hampers the incorporation of ethics in AI. Some of the participants
[P27], [P93], [P71], and [P100] supported this notion.
 “As I have been in conversations where people actually don’t agree on ethics in the
most basic way." – [P71]
 “Difference in thinking about ethics." – [P93]
 “A major limitation is to do with the problem that implementing ethics in AI is highly
variable. Meaning that “ethics" are dependent on the individual/socially accepted practices
and behaviors surrounding humans, not some predefined set of a commonly agreed set of
rules or behaviors." – [P100]

Likewise, participants also mentioned that a lack of common perception on selecting
ethical principles during AI development is a challenge. For example, P30 said:
 “The major challenge is to agree upon what is an ethical principle that should be
taken into account." – [P30]
Other participants ([P88] and [P63]) also shared similar thoughts on the challenge of
selecting ethical principles during AI development.
Lack of common perception on how to follow ethics and incorporate them during

AI development is also a challenge to AI practitioners. A participant [P34] mentioned:
 “There isn’t any standard procedure to follow and everyone has different ideas." –
[P34]
Cause of lack of common perception of ethics: Individuals come from various

backgrounds such as different societies, cultures, ethnicities, and groups. These varied
backgrounds and cultural differences can influence one’s perception of ethics and
shape their values which makes it challenging to define the term ‘ethics’. This notion
was supported by several participants (P27, P37, P46, P72, P75, P79, P80, P97). For
example, a participant [P97] stated:
 “Ethics can vary based on different value systems in humans/cultures, therefore I think
a big limitation with implementing ethics in AI would be taking a unified approach and
applying it, especially with some ethics in particular, and also the potential for misguided
ethics." – [P97]

Similarly, [P27] and [P37] discussed a similar idea and stated:
 “Different societal groups have completely different perceptions in terms of ethical

J. ACM, Vol. 37, No. 4, Article . Publication date: May 2023.



20 Pant, et al.

issues, therefore, creating a model which will objectively define these things for the AI
will be complex." – [P27]
 “Human values are relative." – [P37]
 “I think human-centered values limit us a lot from reaching our potential. We must
always put people forward, but this is the right way to do AI and fairness is also chal-
lenging as we deal with different people with different values." – [P79]

Consequence of lack of common perception of ethics: The definition of the term
‘ethics’ of AI varies between countries and companies. This is caused by the difference
in human perception of ethics. This variance in definitions can cause confusion for
AI practitioners, who may not know which definition to adhere to when developing
AI-based systems. The absence of a universal definition for the term ‘ethics’ poses
a challenge in applying it to AI-based systems. This notion has been supported by
several participants (P27, P42, P45, P49, P58, P60, P88) who stated:
 “The human limitations involve the general definition and perception as to what ethics
actually are." – [P27]
 “Artificial intelligence is a very complex issue, and the lack of a clear definition of
ethics makes it difficult to apply in this area." –[P88]
 “Coming up with universal guidelines, the ethics depend on the company or the
organisation designing and developing the solutions and if they manipulate the idea to
be in their favor." – [P45]

There is not only a lack of a common definition for the term ‘ethics’ but there is also
a variation in the definitions of ethical principles of AI. The list of ethical principles
and their definitions can differ between companies and countries. Consequently, AI
practitioners find it challenging to determine which ethical principles to adhere to
while developing AI-based systems. A participant [P58] supported that lack of con-
sensus on AI ethical principles is one of the human limitations in ethics incorporation
in AI and stated:
 “There is often a lack of consensus on ethical principles, which can make it difficult to
develop and implement effective guidelines for AI." – [P58]

Lack of Knowledge/Understanding. Lack of knowledge/understanding of AI:
Presently, AI technology is advancing at an accelerated pace. However, its complexity
can make it challenging for humans to comprehend. Staying up-to-date with the latest
AI advancements and updates can also be difficult for them which could be a limitation
in incorporating ethics in AI. Some of the participants (P35, P40, P41, P58, P60, P62,
P70, P77, P81, P82) noted the same. For example, [P35] and [P82] stated:
 “Lack of understanding of the technology." – [P35]
 “There are several barriers or constraints to implementing AI, but the main ones for
me are the shortage of knowledge and skills and availability of technical personnel with
the experience and training necessary to effectively implement and operate ethical AI
solutions." – [P82]

Likewise, [P41] also mentioned that humans lack understanding of creating ethical
AI systems as AI is powerful and rapidly evolving.
 “The field of AI ethics is relatively new and rapidly evolving, and there is still much
that is not understood about how to create ethical AI systems." – [P41]
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A similar thought was shared by [P58] who said that a lack of full understanding
of the ethical implications of AI leads to difficulty in developing and incorporating
ethical guidelines. [P58] reported:
 “Many people may not fully understand the ethical implications of AI, making it
difficult to develop ethical guidelines for its development and use." – [P58]
A similar idea was discussed by [P70] where the participant said that AI is too ad-

vanced and practitioners’ lack of knowledge of advanced programming is a limitation
to incorporating ethics in AI. The participant stated:
 “The limitations stem from the advancement in AI to the point where it becomes too
advanced for simple programming." – [P70]

Cause of lack of knowledge/understanding of AI: AI is a complex and multifaceted
technology. Its primary characteristics are self-learning and adaptiveness, which enable
it to constantly improve its performance and decision-making abilities. However, its
outcomes can be difficult for humans to comprehend, and it can sometimes be seen as
a “black box". The complexity of AI has been a topic of discussion among AI experts,
as it is one of the causes of humans’ limited understanding of AI.
 “AI decisions are not always intelligible to humans." – [P82]
Many participants mentioned the complexity of AI as one of the main causes of

human’s lack of understanding of AI (P41, P45, P70, P81).

Consequence of lack of knowledge/understanding of AI: AI has gained immense
power and can sometimes surpass human capabilities, despite being created by hu-
mans. However, due to its intricate nature and humans’ limited understanding of AI,
there is a potential for ethical vulnerabilities to be exploited by AI. P81 stated:
 “We can never tell what loopholes are there in our currently existing list of ethics. AI
is super intelligent, and there may come a point where it finds a loophole and destroys us.
Our limitation is that we do not know everything." – [P81]

Lack of knowledge of other’s work: Nowadays, AI is extensively utilised in various
fields like healthcare, transportation, finance, information technology, education, and
many others. With the growing prevalence of AI, there is also an upsurge in the
creation of AI-based systems. However, since AI practitioners are scattered across
the world, they may not always be aware of each other’s progress and actions, which
can hinder the implementation of ethical practices in AI due to human limitations. A
participant [P48] shared similar idea:
 “What limits us, is everyone working on AI independently, not knowing what the next
company is doing " – [P48]

Lack of foresight. AI outcomes: AI practitioners who developed AI-based systems
are unable to predict the outcomes of the system due to the complex nature of AI. The
complexity of AI not only causes a lack of understanding of AI in AI practitioners but
also makes it challenging to predict AI outcomes for them. Some participants (P36,
P52, P59, P88) supported this idea:
 “Our limits come from our understanding of AI itself, where we do not know all the
parameters that it gives out. At the end of the day, we’re left to guess the end results of
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what our AI does and how it will function." – [P52]
 “To consider AI’s possibilities outside the scope of human possibilities or the things
easily achievable as a human, it is necessary to fully consider the outcome of AI use in
any field and this could become a hard task to manage with how AI is progressing." –
[P36]
 “Ensuring that AI systems are transparent and accountable for their actions can be
difficult, as it can be challenging to understand how an AI system arrived at a particular
decision." – [P88]

AI consequences: Like any other software, AI-based software may have both positive
and negative consequences. One of the human limitations is the inability to predict
the consequences of AI-based software. Many participants mentioned that lack of
foresight of AI consequences is one of the human-related challenges in incorporating
ethics in AI (P1, P2, P5, P6, P7, P9, P10, P11, P14, P15, P16, P18, P23, P41, P58, P60, P69,
P81, P88).
 “It can be difficult to predict the long-term consequences of AI, making it challenging
to anticipate and mitigate potential negative impacts." – [P58]
 “Difficulty in predicting future consequences" -[P60]
 “It can be difficult for developers to anticipate all of the potential consequences of an
AI system, particularly if the system is highly complex or if it is being used in a new or
unexpected way." – [P41]
 “Again, not knowing everything is one day going to be a problem because these
machines are destined to surpass us. The main challenge is not being able to see many
years into the future and what steps we can take today to prevent a catastrophe." – [P81]

Nature of humans. Biased: Humanity is divided into various categories including
culture, ethnicity, country of origin, and religion. This division creates diversity in
the values people adopt and how they perceive things, resulting in biases. This is an
inherent characteristic of human nature and represents a significant challenge in the
development of ethical AI-based systems. The majority of the participants reported it
as a major human-related challenge in considering and following ethical principles
of AI (P1, P2, P5, P6, P7, P8, P10, P11, P13, P15, P16, P19, P20, P21, P22, P23, P26, P29,
P30, P33, P34, P39, P44, P45, P54, P59, P60, P61, P63, P64, P69, P73, P75, P78, P80, P82,
P83, P84, P85, P96, P99, P100).
 “It’s impossible to have a no-bias perspective and be conscious of all the moral impli-
cations of our work, even if we’re working on a small or mid-size team." – [P29]
 “Humans are inherently biased, and in implementing machine learning systems, some
of these biases are found." – [P59]
 “Humans are subject to their own bias which tends to seep into the logic used to build
the AI." – [P63]
 “The limitations concern the innate human view of things. A human being, no matter
how hard he tries, can never be totally immune to the bias or to the psychological and
cultural structures that formed him." – [P44]
 “The main barriers in my opinion would be bias or discrimination, and potentially the
philosophical challenge with regard to humans’ involvement in developing AI systems." –
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[P80]

Awareness of bias transfer: Humans are inherently biased, and there is a significant
likelihood that their biases may be transferred to AI-based systems during their de-
velopment. Even those with good intentions may inadvertently transfer their biases,
while those with bad intentions may do so intentionally. Consequently, humans may or
may not be conscious of the extent to which their biases have been transferred during
the development of AI-based systems. Many participants reported it as a challenge in
developing AI-based systems (P38, P44, P63, P90, P94, P96, P99).
 “I think the humans (behind the AI) implicit biases may be transferred to the AI be it
intentionally or unintentionally." – [P38]
 “The human bias is unknowingly being transferred in the code." – [P90]
 “That our own ethical faults get transferred into the ethics system" – [P94]

Ethics vs. profit: Diverse preferences and priorities are inherent traits of human
beings. For instance, certain individuals may prioritise financial gain over ethical
considerations, while others may prioritise ethics over profit. This human nature is
one of the challenges in developing ethical AI-based systems and similar thought was
shared by some of the participants:
 “Humans, for example, insurance companies, care about profit. Including ethics in an
AI, for example, in regard to diversity and inclusion, can be counter-intuitive or coun-
terproductive. If statistics and the AI itself determine that people from a given ethnicity
are prone to a given outcome that is adverse to business, it is counter-intuitive for us
programmers to not take it into consideration if it affects what we are trying to maximise.
Nature is what it is, numbers are what they are, and these things are very difficult to
control and maybe, they shouldn’t. It is like asking someone to imagine that gravity is
non-existent and jump off a roof." – [P30]
 “The danger lies in humans implementing AI for their own gain, and for AI practi-
tioners to ignore ethics for profit, greed, selfishness, or any other negative reason." – [P100]

4.4 Summary of Key Findings
The key findings from our survey have been summarised in Table 3. Our previous
work (GTLR) [42], revealed the need for an empirical study that solely focuses on
investigating AI practitioners’ views and understanding of ethics in AI. We, therefore,
focused our study on investigating aspects related to AI practitioners’ awareness of AI
ethics, and their challenges in incorporating ethics in AI-based systems.

5 DISCUSSION
We now discuss our findings and insights in light of related works.

5.1 AI Practitioners’ Awareness of Ethics in AI
5.1.1 Extent of awareness of ‘AI Ethics’ concept. Vakkuri et al. [60] reported that there
is a lack of awareness of AI ethics among AI practitioners. Most studies have focused
on understanding if AI practitioners are aware of the concept of AI ethics, and focused
on developing tools and methods to raise awareness among AI practitioners [37]. An
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Table 3. Key Findings (KF) of the study.

Key Findings (KF) Section
KF1 Majority of the AI practitioners (41%) were reasonably familiar with the concept of ethics in AI. 4.2.1
KF2 Few AI practitioners (13%) were very familiar with the concept of ethics in AI. 4.2.1
KF3 Majority of the AI practitioners were aware of some AI ethical principles including ‘Privacy

protection and security’ (64%), ‘Reliability and safety’ (53%), and ‘Human-centred values’ (53%).
4.2.2

KF4 Very few AI practitioners (12%) were aware of all the ethical principles of AI. 4.2.2
KF5 The reason for the majority of AI practitioners’ (63%) awareness of AI ethics and ethical

principles was workplace rules and policies.
4.2.3

KF6 Very few AI practitioners (2%) reported university as the reason for their awareness of AI ethics
and ethical principles.

4.2.3

KF7 Majority of AI practitioners (43%) believed that formal education or training moderately help in
preparing them to adhere to AI ethical principles during AI development.

4.2.4

KF8 Majority of the participants (27%) reported ‘Human-centred values’ as the most challenging
ethical principle to adhere to during AI development.

4.3

KF9 AI practitioners encountered General challenges, Technology-related challenges, and
Human-related challenges in incorporating ethics in AI.

4.3

KF10 Majority (42%) of the AI practitioners reported biased nature of humans as a key human-related
challenge in incorporating ethics in AI.

4.3.3

empirical study by McNamara et al. [34] reported that the ethical guidelines provided
by the Association for Computing Machinery (ACM) had minimal influence on soft-
ware developers, who continued to work in the same way as before and concluded that
software practitioners were not well-informed on ethics. Based on that, the Ethically
Aligned Design (EAD) guidelines version acknowledged that this could also be true for
AI ethics [60] but there is no research to investigate how familiar AI practitioners are
with the concept of AI ethics. This along with the fact that being aware of AI ethics
is insufficient; a thorough understanding of the concept is crucial for AI practition-
ers to ensure that AI development is conducted in a responsible and ethical manner
motivated us to explore this topic. As a result, we carried out a survey involving 100
AI practitioners, revealing that most participants (41%) possess a reasonable level of
familiarity with the concept of AI ethics. This suggests that there is still a deficiency
in the efforts required to enhance awareness of ‘AI ethics’ among AI practitioners.

Similarly, our data revealed that participants with over 2 years of work experience
in AI development had a greater awareness of AI ethics compared to those with 2 or
fewer years of experience as reported in Section 4.2.1. One possible explanation for
our result could be that as the level of experience increases, the familiarity with AI
ethics might also increase.
Furthermore, our results indicated that participants with a Ph.D. or higher degree

exhibited the highest level of familiarity with AI ethics, followed by those with a
Master’s degree, while individuals with a high school or Bachelor’s degree had the
lowest level of familiarity as reported in Section 4.2.1. A plausible explanation for our
findings may be that there might be a tendency for familiarity with the concept of AI
ethics to rise with higher levels of education.
Our results also indicated that female participants had a greater awareness of the

concept of AI ethics compared to male participants as reported in Section 4.2.1. A
potential justification for our results could be that females might be more interested
in learning about AI ethics than males.

Likewise, our data revealed that job titles like AI Experts, AI Specialists, and AI/Data
Scientists had higher familiarity with the concept of AI ethics as compared to other
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job titles as reported in Section 4.2.1. One possible explanation of our result could be
that AI Experts, AI Specialists, and AI/Data Scientists might be expected to be familiar
with AI ethics as part of their job duties.

5.1.2 Awareness of AI ethical principles. Various companies, such as Microsoft [35],
Google [14], and IBM [22], have their own ethical guidelines on AI development,
outlining the ethical principles that AI-based systems should be developed based
on, such as transparency, fairness, privacy, etc. These guidelines serve to steer AI
practitioners toward ethical AI development and ensure that the systems they develop
align with all these principles. This implies that AI practitioners must be aware of
and possess adequate knowledge of these ethical principles of AI before developing
them. However, research shows that AI practitioners are aware of only specific ethical
principles of AI such as accountability/responsibility, privacy, fairness, and transparency
and explainability. For example, Vakkuri et al. [62] and Mark and Anya [32] concluded
that AI practitioners in their respective studies were aware of the ‘transparency’
ethical principle of AI. AI developers were aware of the ethical principle of ‘fairness’
in AI and strived to eliminate any issues related to it [19]. According to Veale et al.
[63], participants understood the importance of accountability in AI systems and took
responsibility for any harm caused by their creations. According to Rothenberger
et al. [47], the principle of “responsibility" was deemed highly relevant and influential
among the other ethical principles in AI. ‘Privacy’ was another ethical principle that
AI practitioners were aware of and extensively discussed, with data and information
privacy being a significant concern for organisations [21, 48].

Christodoulou and Iordanou [8] reported that participants discussed the challenges
related to transparency, privacy, fairness, and accountability only when they were asked
about the challenges in addressing ethical issues in AI. It indicates that AI practitioners
were either not aware of other ethical principles of AI or they didn’t face any challenges
related to them. We reviewed empirical studies that focused on understanding AI
practitioners’ views on AI ethics in our previous work (GTLR) [42]. We found that AI
practitioners discussed only four ethical principles of AI including transparency and
explainability, privacy, fairness, and accountability/responsibility. The study conducted
by Christodoulou and Iordanou [8] and our previous work (GTLR) [42] both indicate
that AI practitioners primarily discussed a limited set of AI ethical principles. These
include privacy protection and security, accountability/responsibility, transparency and
explainability, and fairness. However, it is unclear whether the research context and
questions asked were responsible for the AI practitioners only discussing these four
ethical principles. Our study asked specifically about a set of AI ethical principles and
we report those findings (KF3 and KF4), however, this is limited in applicability by
our limited survey size of 100 participants.

We used Australia’s AI Ethics Principles2 and our results show that ‘Privacy protec-
tion and security’ is the ethical principle that most AI practitioners (64%) were aware
of. This suggests that, regardless of the specific research context, the majority of AI
practitioners possess knowledge about the ethical principle of AI concerning ‘Privacy
protection and security’. We also found that only 12% of the participants were aware of
all ethical principles of AI.
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5.1.3 Reasons for awareness. Organisational pressure [63], laws and regulations [62],
personal interest and experience [21], customer complaints and negative media coverage
[19] were some of the reasons for AI practitioners’ awareness of AI ethics reported
in the literature. We consolidated the reasons cited in previous studies and asked
survey participants about the reason for their awareness and we included an open-text
option at the end to allow participants to share any reasons that were not included
in the provided list. Workplace rules and policies were cited by the majority of the
participants (63%) as the reason for being aware of AI ethics which was discussed in
one of the studies [62]. Likewise, most of the participants reported personal interest and
experience, news and media, and customer complaints as their reasons for awareness of
AI ethics.

On the other hand, previous studies did not mention first-hand professional expe-
rience as a reason for AI practitioners’ awareness of AI ethics, however, our study
revealed that it is indeed a significant factor (39%). In addition, according to our find-
ings, a small number of participants (2%) identified university as a reason for their
awareness of AI ethics, which was not previously reported in the literature. However,
it is not surprising that only 2% of the participants reported this since AI ethics is a
fairly new addition to the university curriculum (where it is part of the curriculum)
and, in our study, a big part of the participants were older than 30 years so they not
have been introduced to this in their university education.

5.1.4 Role of formal education/training in preparing AI practitioners to incorporate AI
ethics. It has been highlighted in the literature that the topic of “AI ethics" must be
incorporated into the curriculum to make students aware of the concept of AI ethics
[2, 3, 5]. Although the importance of formal education/training has been highlighted
in the literature, there is a lack of research that shows to what extent formal education
or training assists AI practitioners to incorporate ethics in AI. Our survey discovered
that the majority of participants (43%) believe that formal education/training moder-
ately aids in preparing them to incorporate ethics in AI. From our results, it can be
inferred that formal education or training plays a role in preparing AI practitioners to
incorporate ethics in AI, but their significance may not be paramount.

5.2 AI Practitioners’ Challenges in Incorporating Ethics in AI
Studies reported the challenges of AI practitioners in adhering to specific ethical
principles of AI during AI development such as transparency [21, 49], accountability
[53], and fairness [19]. Through our study, we investigated AI practitioners’ degree of
challenges in considering and following all ethical principles of AI using Australia’s
AI Ethics Principles2. Our results indicated that the majority of the participants (27%)
find ‘human-centered values’ the most challenging ethical principle to adhere to. This
finding contradicts the findings of other studies as those studies did not report about
‘human-centered values’. In fact, none of the empirical studies discussing the challenges
related to specific AI ethical principles mentioned ‘human-centered values’ as the most
challenging ethical principle to adhere to, rather they discussed challenges related to
other ethical principles such as transparency, accountability, and fairness. However,
this discrepancy may be due to the differences in ethical principles across countries or

J. ACM, Vol. 37, No. 4, Article . Publication date: May 2023.



Ethics in the Age of AI: An Analysis of AI Practitioners’ Awareness and Challenges 27

organisations, as we used Australia’s AI Ethics Principles2 in our survey but recruited
participants from around the world as discussed in Section 6.
Likewise, AI practitioners encountered challenges in conceptualising ethics [58],

dealing with various tensions and trade-offs between AI ethical principles when AI
practitioners had to incorporate specific ethical principles of AI [49], addressing issues
such as highly general principles, vague principles, lack of technical understanding that
impacted the development of ethical AI-based systems [27] and translating AI ethical
principles into practice [21, 36]. According to Mittelstadt [36], one challenge to the
principled approach to AI ethics is the abstract and vague nature of the principles
themselves. Similarly, Whittlestone et al. [64] found that terms related to the ethical
and societal aspects of algorithms, data, and AI lack consistent meanings across
different contexts. This inconsistency creates ambiguity and makes it difficult to clearly
define various principles in this domain. In addition, the study concluded that the
involvement of various stakeholders with varying interests leads to vague principles,
such as fairness or respecting human dignity in AI, which lack the specificity needed
for practical guidance. Hagendorff [17] reported that the current AI ethics efforts
have mainly given us broad principles that sound good in theory but are vague and
lack concrete guidance. They fall short in tackling the deeper ethical and political
challenges inherent in concepts like fairness and privacy. Some participants in our
study highlighted the challenge of developing ethical AI-based systems due to the
complex nature of ethics. They discussed the difficulty of quantifying ethics during
development, attributing it to the multifaceted nature of ethical values and principles.
Interestingly, they did not specifically mention the abstract or vague nature of ethical
principles as a significant challenge.

Likewise, Mittelstadt [36] reported that there is a lack of empirically provenmethods
to translate principles into practice in real-world development contexts. Most of the
participants in our study also noted the challenge of translating ethical principles into
practice when developing AI-based systems, but we lack insight into whether this
challenge directly stems from the lack of such methods. Future work can explore this
challenge and its reasons in depth.

These findings align with our study, where participants faced similar difficulties in
defining and conceptualising ethics due to its subjective and complex nature, incorpo-
rating all AI ethical principles into development because there are numerous ethical
principles that need to be considered, translating AI ethical principles to practice (see
Section 4.3.1) and lacking knowledge of AI systems while developing ethical AI-based
systems (see Section 4.3.3).

Although some of the findings of our study are similar to the previous studies, there
are some findings that differ from the previous studies. Specifically, we obtained various
challenges that are related to humans (AI practitioners) which impact the development
of ethical AI-based systems. For example, lack of common perception, lack of knowledge
and understanding of various aspects (like AI, other’s work), lack of foresight, and nature
of humans are the challenges that we explored through our study. It is important to
understand AI practitioners’ limitations because these practitioners are responsible
for designing and developing AI systems that have a significant impact on society [41].
Orr and Davis [41] proposed that there is a need for further research to investigate
the limitations that AI practitioners possess when it comes to incorporating ethics
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in AI. Since their study was based in Australia, the authors recommended exploring
this issue among a broader range of AI practitioners. Therefore, due to the research
gap, we were motivated to conduct a survey to determine the overall challenges
that AI practitioners face when it comes to developing ethical AI-based systems and
‘human-related challenges’ are the new findings that we obtained through our study.

5.3 Insights
From the analysis of the open-ended responses and memos taken while employing
the STGT for data analysis approach and literature, we have discovered a number of
noteworthy insights. These primary findings, along with our observations, may be
used as recommendations for future research.

5.3.1 Biased nature of humans (based on participants’ responses and supported by
literature): Our findings show that the majority of the participants (42%) mentioned the
biased nature of humans as a key human-related challenge in incorporating ethics in AI.
Research has also been conducted to explore the role of human biases and their impact
on the development of software systems. According to a study by Dominguez-Catena
et al. [11], machine bias can also be caused by the programmer’s biases derived from
their cultural background and the programming environment’s context. Soleimani
et al. [51] reported that one of the reasons for a biased AI system is HR managers’ and
AI developers’ biased assumptions of different aspects that lead to biased decisions.
Likewise, Cowgill et al. [9] also concluded that if the programmers developing ML
algorithms are highly non-representative, they may exhibit biases that are passed onto
the algorithms they create.

Hiring diverse people in the AI teams has been shown to help minimise these biases.
For instance, Zowghi and da Rimini [66] mentioned that making sure teams are diverse,
fair, and inclusive is essential for reducing risks and getting different perspectives
from AI designers and engineers. Similarly, various guidelines for developing ethical
AI systems have emphasised the importance of not just involving AI experts but also
engaging a diverse range of people throughout the AI development process to ensure
it’s ethical [54]. Enhancing the diversity of AI development teams is a step to mitigate
biases from AI systems and achieve fair and equitable AI development [10]. Creating
a diverse development team from the outset is also recommended as a means to help
mitigate algorithmic bias by smoothing out prediction errors across subgroups of
developers [39].

5.3.2 Lack of consensus on definitions (based on literature): The term ‘ethics’ has been
defined by different people. For example, ‘ethics’ is defined as “the moral principles
that govern the behaviors or activities of a person or a group of people” [38]. Likewise,
Iacovino [20] defined ethics as “the way an individual behaves and the values they
hold.", whereas Payne and Joyner [43] defined ethics as, “a system of value principles or
practices and the ability to determine right from wrong." There are various definitions
available for AI ethics and ethical principles. Vakkuri and Abrahamsson [55] concluded
that despite ongoing academic discourse on the connection between AI and ethics for
many years, there is still no widely accepted definition or consensus on what AI ethics
entails or how it should be labeled. Despite numerous papers and diverse keywords
from various fields regarding AI ethics, it remains a difficult task to define the field
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Fig. 13. A summary of the key findings (KFs) of the study.

accurately. For example, Siau and Wang [50] defined AI ethics as, “the principles of
developing AI to interact with other AIs and humans ethically and function ethically in
society", whereas, [44] defined it as, “the ability of a machine to behave morally, without
invoking its moral motivations." We used the definition of AI ethics provided by Siau
and Wang [50] and the definition of ethics provided by Nalini [38] in our study as
both of these definitions highlight the importance of ethical considerations in shaping
behavior, whether in the realm of AI development or in human actions.
There is also a lack of consensus on the ethical principles of AI. For example, the

definition of ethical principles varies in different parts of the world. One of the ethical
principles included in Australia’s AI Ethics Principles2 and European Commission’s
Ethics Guidelines is related to ‘Diversity, non-discrimination and fairness’. Australia’s
AI Ethics Principles2 defined ‘Fairness’ in AI as, ‘AI systems should be inclusive and
accessible and should not involve or result in unfair discrimination against individuals,
communities, or groups." On the other hand, the European Commission’s Ethics Guide-
lines [16] defined ‘Diversity, non-discrimination, and fairness’ as, “AI systems should
consider the whole range of human abilities, skills, and requirements, and ensure acces-
sibility and should focus on (i) avoidance of unfair bias, (ii) accessibility and universal
design and (iii) stakeholder participation".

According to our survey findings, the absence of a shared understanding of the term
‘ethics’ and the lack of agreement on the definitions of ‘AI ethical principles’ make it
challenging to develop ethical AI-based systems. According to the participants, the
main cause of this challenge is the varying perceptions of human beings on those terms.
Other causes of the lack of consensus on definitions of ‘ethics’ and ‘ethical principles’
and their impact on the development of AI-based systems, should be explored in more
depth so that mitigation measures may be devised.
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5.4 Recommendations
Based on the findings from our survey, we offer some recommendations for the AI
industry, the AI research community, and AI educators. Figure 13 summarises the key
findings (KFs) of the study.

B Recommendations for Practice
• Emphasising workplace rules and policies: Most participants (63%) perceived that
workplace rules and policies were the reasons for their awareness of AI ethics
and ethical principles as discussed in Section 4.2.3. Therefore, we suggest that
AI companies create policies that encompass all aspects of AI development,
including ethical considerations such as fairness, accountability, transparency,
etc. to enhance the awareness of AI ethics among AI practitioners. AI companies
should also make it mandatory for AI practitioners to comply with all company
policies to ensure adherence to ethical principles during AI development.

• Practising diversity and inclusion in the hiring processes: Our survey findings val-
idate that the primary human-related challenge encountered by AI practitioners
during ethics incorporation in AI is the “biased nature of humans" (Section 4.3.3).
Since the majority of AI practitioners reported it as a challenge, diversity, and
inclusion in the hiring panels or decision-making processes could be a potential
solution to mitigate the biased nature of humans to ensure that their teams are
representative of the diverse communities that they serve. This may help to
reduce the likelihood of biased perspectives being integrated into AI systems.

 Recommendations for Research- Future Work
• Investigating solutions for the challenges of integrating ethics in AI : A set of
challenges that AI practitioners encounter when incorporating ethical principles
into AI systems were identified which include general challenges, technology-
related challenges, and human-related challenges, as discussed in Section 4.3. AI
researchers can concentrate on exploring solutions to overcome these challenges
faced by AI practitioners, which will improve the integration of ethics into AI for
AI practitioners. In the same vein, we recommend that AI practitioners analyse
the challenges they encounter when integrating ethical principles into AI, based
on the challenges identified in our study. Doing so will help them gain a better
understanding of their strengths and weaknesses when incorporating ethics
into AI.

• Investigate the ‘human-centered values’ principle in-depth: The focus of our survey
study was to find out the AI practitioner’s degree of challenges in considering
and following specific AI ethical principles during AI development (see Section
4.3). Our survey confirmed that human-centered values is the ethical principle
that is most challenging to consider and follow during AI development among
the ethical principles listed in Australia’s AI Ethics Principles. Future research
should focus on investigating the challenges associated with the adherence of
human-centered values during AI development and design solutions to overcome
those challenges. Research could also be conducted to explore the potential
trade-offs between different ethical principles and the ways in which human
values can be effectively integrated into AI systems.
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• Better understanding the human-related challenges that AI practitioners face when
incorporating ethics in AI : We identified a set of human-related challenges that
AI practitioners face when considering and following ethical principles in AI
that include lack of common perception, lack of knowledge/ understanding, lack of
foresight, and nature of humans (Section 4.3.3). Researchers can delve into each
of these limitations and explore solutions to help AI practitioners overcome
these limitations, ultimately improving the incorporation of ethics in AI.

• Exploring reasons for AI practitioners’ awareness of specific ethical principles: We
found that the majority of the AI practitioners were aware of only a few ethical
principles of AI including ‘Privacy protection and security’ (64%), ‘Reliability and
safety’ (53%), and ‘Human-centred values’ (53%) and very few practitioners (12%)
were aware of all ethical principles of AI, as shown in Section 4.2.2. Researchers
can conduct further studies to explore the reasons why AI practitioners are
aware of only specific ethical principles of AI and how they may affect the
development of ethical AI-based systems.

• Exploring the terms ‘morals and ethics’ and their impact on AI development: We
found that the survey participants in our study used the term ‘moral’ frequently
when asked about the challenges in incorporating ethics in AI. According to the
participants, a person’s moral perception has an impact on the incorporation of
ethics in AI, demonstrating the interdependence of morality and ethics. Since
moral philosophy is a very broad field, future research can be conducted to
delve deeper into these terms (morals and ethics) and how they impact the
development of ethical AI-based systems.

� Recommendations for Education
• Working toward including the topic of ‘AI ethics’ in a curriculum: Very few par-
ticipants (2%) mentioned that university courses helped them to be aware of
AI ethics and ethical principles, as discussed in Section 4.2.3. Therefore, we
recommend that AI educators should include the topic of “AI ethics" in their
curriculum to ensure that students are aware and knowledgeable about ethical
considerations related to AI development. Likewise, effective training programs
related to the incorporation of AI ethical principles can be organised to aid
students in developing ethical AI-based systems.

• Enhancing formal education/training programs: In our study, a significant number
of participants (43%) indicated that formal education/training plays a moderate
role in equipping AI practitioners with the necessary skills to incorporate ethics
into AI practices, as presented in Section 4.2.4. We recommend that AI educators
concentrate on improving the quality of formal education/training initiatives to
effectively assist AI practitioners in incorporating ethics and upholding ethical
standards throughout the process of AI development.

6 LIMITATIONS AND THREATS TO VALIDITY
A limitation of our study is that it is based on the responses from only 100 participants.
Among 100 participants, themajority of the participants reported that they are involved
in data collection (61%), data cleaning (50%), and model training (38%), which indicates
that we collected data from our target participants. We did not consider the team size,
organisation size details, AI software domains, or information on the frequency or
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amount of performing AI development activities since our main focus was to gain
AI practitioners’ insights into their understanding of different aspects of ethics in AI,
which is a limitation of this study. AI encompasses various fields such as machine
learning, natural language processing, data science, etc. We did not ask the participants
what type of AI-based software they developed. Thus, further studies can focus on
understanding them. To ensure that our survey is manageable for AI practitioners,
we added some fundamental demographic questions. Additionally, we decided to
investigate more intricate demographic and work-related environments in future
research.
Similarly, in Section 3, we presented descriptive statistics regarding the factors

influencing AI practitioners’ familiarity with AI ethics. However, a limitation of our
study lies in its limited sample size, consisting of only 100 participants. Consequently,
our findings lack statistical significance. Therefore, future research should aim to
gather data from a more extensive sample and test the link between factors such as
work experience, education, job title, and gender of AI practitioners and their level of
familiarity with the concept of AI ethics.

Instead of asking survey participants to provide their own description of AI ethics,
we provided them with the AI ethics definition authored by Siau and Wang [50].
This decision was made due to concerns about the survey’s length [30], and to avoid
introducing an additional open-ended question, especially one to begin with, as this
can be an easy point of quitting on the survey [25]. On the other hand, asking people
to define AI ethics is not a trivial pursuit. It is not easy to put into words, in meaningful
ways, as to what it means and this could further deter people from continuing. Even
if people provided their own definitions, it would have still resulted in another set
of limitations arising from disparate definitions for the purposes of analysing the
remaining answers. By listing a definition, we wanted to clarify where we stand on
the issue and build a shared understanding for answering the remaining questions. In
other words, this was a research design trade-off with pros and limitations in both
cases. It is important to acknowledge this limitation of our study.

We included concise descriptions of each AI ethical principle in the survey to help
participants comprehend their definitions. We refrained from presenting lengthy and
exhaustive explanations within the survey which might have discouraged participants
from completing it [28]. In order to mitigate the likelihood of participants opting
out due to information overload, we opted for a condensed explanation of each AI
ethical principle while providing a link to Australia’s AI Ethics Principles list within
that question for the participants who may have wanted to follow through for more
information on AI Ethics Principles. Despite this approach, our study has the limitation
that participants’ selection of ethical principles could have been influenced if they did
not understand the ethical principles provided and did not access the link to Australia’s
AI Ethics Principles.

Likewise, one of the key findings of our study is that only 2% of participants
mentioned “university" as their reason for awareness of AI ethics and principles.
Nevertheless, a limitation of our study is that a big part of the participants were over
30 years old, which may have influenced the data we collected since AI ethics is a new
topic in the university curriculum if at all added, as explained in Section 5.1.3.
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Similarly, the majority of our participants were data scientists (23%), and ‘Privacy
protection and security’ was the principle most respondents (64%) were aware of. The
prevalence of data scientists in our pool may have influenced this finding because
data scientists typically work with data which in turn has privacy issues.
Regarding the number of survey participants, although 190 participants started

answering our survey questions (as shown in Qualtrics records), only 104 participants
completed it. The target participants for the survey were AI practitioners involved in
the development of AI-based systems, so we had to exclude 4 participants who were
students, teachers, researchers, or who did not have experience in AI development.
As a result, we had to include the responses of only 100 participants in our survey. All
the authors were involved in all stages except that only the first, second, and third
authors were involved in the analysis stage of the qualitative data. For the quantitative
data, the first author conducted the analysis and shared it with all the other authors
to discuss each followed step and technique.
After multiple discussions, the team finalised the best methods for presenting

the findings of the qualitative study (as described in Section 3.3). We had multiple
conversations regarding the analysis, findings, and methods for presenting the results
in order to minimise bias. There is a potential risk to the research’s internal validity
when using the payment for the second round of data collection. Nevertheless, we
carefully examined previous studies [23] and decided to use Prolific. We included two
attention check questions in between the survey questions to check if the participants
were paying attention while answering the survey. Payments for participants were
only approved after confirming that they were part of our target participant group,
answered both the attention check questions correctly, and provided responses to every
question.

7 CONCLUSION
Understanding AI practitioners’ views on ethics in AI has been highlighted in the
literature but the lack of empirical research on investigating AI practitioners’ views
on AI ethics motivated us to conduct this study. This study contributes to understand-
ing the industry perspective on the awareness of ethics in AI and the challenges in
incorporating ethics into AI-based systems.
We explored four aspects related to the AI practitioners’ awareness of ethics in AI

through our study. The aspects are (i) the extent to which AI practitioners are aware
of the concept of ethics in AI, (ii) the ethical principles of AI that AI practitioners are
aware of, (iii) reasons for AI practitioners’ awareness of ethics and (iv) AI practitioners’
awareness of the role of formal education or training in preparing them in incorporat-
ing AI ethics. We captured AI practitioners’ insights through closed-ended questions
and the data were analysed using descriptive statistics for analysis. Our results show
that the majority of the participants aremoderately aware of the concept of ethics
in AI and privacy protection and security is the principle that the majority of the
participants are aware of. Our results also indicate thatworkplace rules and policies
play a major role in AI practitioners’ awareness of ethics in AI and only a few AI
practitioners thought that formal education or training is extremely helpful for them
in incorporating ethics in AI.
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Similarly, through an open-ended question, we obtained data on the key challenges
that AI practitioners face in incorporating ethics in AI, and through a closed-ended
question, we obtained insights on the degree of challenges faced by AI practitioners
specific to implementing each AI ethical principle. We analysed the open-text answers
using the STGT method for data analysis and closed-ended answers through descriptive
statistics for data analysis and categorised the challenges into three sections which
include, general challenges, technology-related challenges, and human-related challenges.
We found that the majority of the participants believe that the biased nature of human
beings is a major challenge in developing ethical AI-based systems. We also found that
the majority of the participants find the incorporation of human-centered values the
most challenging ethical principle during AI development. This study’s results provide
valuable insights into the industry’s perspective on their awareness and challenges
related to AI ethics and its incorporation. The AI research community will gain a
better understanding of how AI practitioners view ethics in AI and the challenges they
encounter while considering and following ethical principles during AI development.
Additionally, the study identified areas that require further investigation to benefit the
industry, and AI practitioners can use these findings to improve their understanding
and incorporation of AI ethics during AI development.
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9 APPENDICES
A APPENDIX A: SURVEY QUESTIONS
Section A: Demographic Information
1. What is your current job title?

• AI Engineer
• AI/ Data Scientist
• AI/ML Specialist
• AI Expert
• AI/ML Practitioner
• AI Developer
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• AI Designer
• Prefer not to answer
• Others:

2. How old are you?
• Below 20
• 20-25
• 26-30
• 31-35
• 36-40
• 41-45
• 46-50
• Above 50

3. How would you describe your gender?
• Man
• Woman
• Prefer to self-describe as:
• Prefer not to answer

4. What is your country of residence?
5. What is the highest degree or level of education you have completed?
• High School
• Bachelor’s degree
• Master’s degree
• Ph.D. or Higher
• Prefer not to answer
• Others:

6. What activities are you involved in? Select all that apply.
• Model requirements
• Data collection
• Data cleaning
• Data labeling
• Feature engineering
• Model training
• Model evaluation
• Model deployment
• Model monitoring
• Others:

7. How many years of experience do you have in AI-based software development?
• No experience
• Less than 1 year
• Between 1 to 2 years
• Between 3 to 5 years
• Between 6 to 10 years
• Between 11-15 years
• Between 16-20 years
• Over 20 years

Section B: AI Practitioners’ Awareness of Ethics in AI “Ethics in AI refers to the principles of developing AI to
interact with other AIs and humans ethically and function ethically in society.” From K. Siau and W. Wang, “Artificial
intelligence ethics: Ethics of AI and ethical AI,” Journal of Database Management, vol. 31, no. 2, pp. 74–87, 2020

8. How familiar are you with the concept of ethics as it relates to AI development?
• Very familiar
• Reasonably Familiar
• Somewhat familiar
• Not very familiar
• Not at all familiar

9. What made you aware of “ethics in AI”? Select all that apply.
• Workplace rules and policies
• Customer complaints
• First-hand personal experience (e.g. as a software user)
• First-hand professional experience (e.g. as an AI practitioner)
• Through news and media
• I have a personal interest in this
• Not applicable
• Others:
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Attention-check question: The AI ethics test you are about to take part in is very simple, when asked for the most
discussed ethical principle of AI, you must select ‘Fairness’. This is an attention check.

Based on the text you read above, which ethical principle have you been asked to enter?
• Accountability
• Fairness
• Contestability
• Reliability and safety

10. Which of the following AI ethical principles are you aware of? Select all that apply. These are a selected list of the
majority of the principles considered around the world. (Australia’s AI ethics principles: https://www.industry.gov.au/data-and-
publications/australias-artificial-intelligence-ethics-framework/australias-aiethics-principles)

• Accountability: people identifiable and accountable for AI system outcomes
• Contestability: timely process to allow people to challenge the AI system use/outcomes
• Fairness: inclusive and accessible system
• Human-centered values: respect human rights, diversity & autonomy of individuals
• Human, societal, and environmental well-being: benefit individuals, society, and environment
• Privacy protection and security: respect & uphold privacy rights & ensure data security
• Reliability and safety: reliably operate in accordance with their intended purpose
• Transparency and explainability: transparency & responsible disclosure to help people understand AI impacts &

engagement
• All
• None
• Others:

11. How well do you think your formal education/training prepared you to implement ethics in AI?
• Extremely well
• Very well
• Moderately
• Slightly
• Not at all

Section C: AI Practitioners’ Challenges of Incorporating Ethics in AI
12. In your experience, how challenging is it to consider and follow the following ethical principles when developing

AI-based software solutions? (Please choose one option for each principle)

Very Reasonably Somewhat Not very Not at all No experience
Accountability o o o o o o
Contestability o o o o o o

Fairness o o o o o o
Human-centred values o o o o o o

Human, societal & environmental well-being o o o o o o
Privacy protection & security o o o o o o

Reliability & safety o o o o o o
Transparency & explainability o o o o o o

Table 4. Degree of challenges in considering and following AI ethical principles

Attention-check question: In Australia’s AI ethics principles list, how many ethical principles are included? Please
select ‘8’. This is an attention check.

• 6
• 7
• 8
• 9

13. In your experience, what are the main challenges or barriers to incorporating ethics in AI? (Open-text answer)
14. Based on your experience, is there anything else about ethics in AI you would like to share? (voluntary)
15. If you would like to participate in an interview on this topic with us, please share your name and email address

(voluntary).
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