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Alorwu, Andy, User perceptions of personal data in healthcare: ethics, reuse, and
valuation. 
University of Oulu Graduate School; University of Oulu, Faculty of Information Technology
and Electrical Engineering
Acta Univ. Oul. C 887, 2023
University of Oulu, P.O. Box 8000, FI-90014 University of Oulu, Finland

Abstract

There has been global concern about how personal data are collected and managed. A focused
examination of people’s perceptions of their personal data collection and use is relevant given the
growing importance of personal data in the use of modern technologies. This thesis focuses on
people’s perceptions of their personal data particularly within the health domain. The exploration
is carried out from multiple perspectives: ownership; ethics; reuse; and valuation. Future health
services that rely on personal data may be developed considering several data ownership, reuse,
privacy, and ethical issues. This thesis is conducted with two core objectives: 1) to develop
research probes for collecting personal data in the health domain; and 2) to conduct a series of case
studies on the perception of personal data using the research probes.

The findings of this thesis demonstrate people’s willingness to donate personal data of varying
sensitivity levels both for monetary benefits and for social good. Further, it presents insights into
personal data management based on empirical investigations using purpose-built research probes
complemented by online experiments. Throughout the thesis, I highlight opportunities and
challenges that people consider critical to them regarding the collection, storage, processing, and
management of their personal data. In this thesis, I demonstrate that gaining an understanding of
user perceptions of personal data can benefit digital services that rely on such data. This thesis also
highlights the important role that crowdsourcing marketplaces can play by serving as human-
subject pools to contribute a vast amount of data.

Towards the end of this thesis, I revisit the research questions and highlights how they were
answered. The thesis also discusses the implications of personal data for future digital health
services that rely on such data. I then take a look into the future with a potential paradigm for
managing personal data in a more granular way. I conclude the thesis by restating the thesis’s aim
and objectives, and consider the opportunities and challenges of using personal data and possible
directions for future research.

Keywords: data reuse, data valuation, ethics, MyData, personal data, privacy





Alorwu, Andy, Henkilökohtaisen tiedon uudelleenkäytön mahdollisuudet, eettisyys
ja arvo loppukäyttäjien näkökulmasta terveydenhuollon sovelluksissa. 
Oulun yliopiston tutkijakoulu; Oulun yliopisto, Tieto- ja sähkötekniikan tiedekunta
Acta Univ. Oul. C 887, 2023
Oulun yliopisto, PL 8000, 90014 Oulun yliopisto

Tiivistelmä

Henkilötietojen keräämiseen ja hallintaan liittyy maailmanlaajuinen huoli. On merkityksellistä
tarkastella ihmisten käsityksiä henkilötietojensa keräämisestä ja käytöstä, ottaen huomioon hen-
kilötietojen kasvavan merkityksen modernien teknologioiden käytössä. Tämä väitöskirja keskit-
tyy ihmisten käsityksiin heidän henkilötiedoistaan erityisesti terveysalalla. Tarkastelussa on
mukana useita näkökulmia: omistajuus; etiikka; uudelleenkäyttö; ja arvon määrittäminen.
Tämän väitöskirjan kaksi ydintavoitetta ovat: 1) kehittää tutkimussovelluksia henkilötietojen
keräämiseksi terveysalalla; ja 2) suorittaa sarja tapaustutkimuksia henkilötietojen käsityksestä
käyttäen tutkimussovelluksia.

Tämän väitöskirjan tulokset osoittavat ihmisten halukkuuden lahjoittaa vaihtelevan arkaluon-
toisia henkilötietoja sekä rahallisten etujen että yhteiskunnallisen hyvän vuoksi. Lisäksi väitös-
kirja tarjoaa näkemyksiä henkilötietojen hallintaan perustuen empiirisiin tutkimuksiin, joissa
käytetääntarkoitukseen kehitettyjä tutkimussovelluksia sekä täydentävää verkkotutkimusta. Väi-
töskirja korostaa mahdollisuuksia ja haasteita, joita ihmiset pitävät kriittisinä liittyen heidän hen-
kilötietojensa keräämiseen, säilytykseen, käsittelyyn ja hallintaan. Väitöskirja osoittaa, että käyt-
täjien henkilötietoihin liittyvien käsitysten ymmärtäminen voi hyödyttää digitaalisia palveluita,
jotka nojaavat tällaisiin tietoihin. Väitöskirja myös korostaa kaupallisten joukkoistamisalustojen
roolia tutkitun tiedon tuottamisessa.

Väitöskirjan lopussa palaan tutkimuskysymyksiin ja näiden vastauksiin. Pohdin henkilötieto-
jen merkitystä tulevaisuuden digipalveluille, jotka ovat näistä tiedoista riippuvaisia. Luonuo kat-
sauksen tulevaisuuteen, joka tarjoaa yksityiskohtaisemman tavan hallita henkilötietoja. Päätän
väitöskirjan toistamalla sen tavoitteen ja pohdin henkilötietojen käytön mahdollisuuksia ja haas-
teita sekä mahdollisia suuntia tulevalle tutkimukselle.

Asiasanat: datan arvostus, datan saatavuus, etiikka, henkilötieto, omadata, yksityisyys
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1 Introduction

1.1 Motivation

New generations of networked computing systems and mobile data collection mecha-
nisms allow new types of end-user applications to be created that rely on increasing
amounts of user data, and that are already playing an important role in people’s lives.
In this thesis, we follow the definition of Edwards (2018), and consider personal data
as any information that is related to an identified or identifiable individual. Personal
data have gained much attention globally, with a lot of emphasis on the policy level.
Personal data initiatives such as the General Data Protection Regulation (GDPR) have
been implemented to help in the management of data (European Commission, 2016).
GDPR is based on the notion of privacy as a fundamental human right as set out in the
Charter of EU Rights (Goddard, 2017).

Social media platforms such as Facebook, Instagram, and Twitter rely heavily on
user data to provide users with personalized content. E-commerce websites use user
data to provide recommendations and suggest products that the user might be interested
in. Health and fitness applications use user data to create personalized workout plans
and provide insights into the user’s health. These applications are already playing an
important role in people’s lives by making daily tasks easier and more efficient. Similarly,
they generate tremendous amounts of personal information such as demographic and
location data, social connections, and health information on a daily basis (Beigi, Shu,
Zhang, & Liu, 2018; Eke, 2011). Such data have afforded researchers the opportunity to
conduct various forms of research, including on election forecasting, interactions and
behaviour analysis, fake news, and political polarization. With the increasing reliance on
user data, it is important to ensure that such data is collected and used in an ethical and
responsible manner to protect user privacy and prevent the misuse of people’s personal
information.

In a similar vein, mobile and smart devices are increasingly becoming pervasive
(Janeček, 2018), fostering and facilitating the delivery of healthcare, and also generating
and collecting personal data on a large scale. The control and management of such data
pose serious ethical (Van den Hoven, 2013) and legal (Drexl et al., 2016) concerns. At
the centre of the issues surrounding data management and control is the ownership
of personal data and its effects on the digital economy (Farkas, 2017; Janeček, 2018).
Mobile and smart health-focused devices allow vast amounts of data to be generated and
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collected, enabling the capture of user-generated health data that will eclipse the amount
of captured data in clinical settings (Kish & Topol, 2015).

In recent years, there has been a global concern about how personal data are managed.
These concerns are related to data collection, sharing, ownership, and data management
practices. The role of personal data in modern technology use calls for a focused
investigation of the perception of people about their own personal data. With personal
data becoming a key enabler of modern-day technologies, attention must be paid to
ethical, consensual data collection, and data management practices. This thesis seeks to
explore user perceptions of their personal data from multiple perspectives: ownership;
reuse; ethics; and valuation. Central to this investigation is MyData, a personal data
management approach and set of principles (Kuikkaniemi, Poikola, & Honko, 2015)
that is gaining international attention.

1.2 Overview of the thesis

This thesis consists of five original articles which are referred to in the text by their
Roman numerals (I - V). Four out of five have been published in relevant peer-reviewed
journals (Articles I, IV), at an international conference (Article II), and a magazine
(Article III), all within the fields of Human Computer Interaction (HCI) and Software
Engineering. Article V has been submitted to an international conference for review.

Article I investigates the willingness of people to donate potentially sensitive
personal data in public settings using public display probes. Article II provides an
investigation into the perspective of people regarding the ethicality and concerns felt
about various data management scenarios. Article III explores crowdsourced open health
data as an enabler of future software solutions. Article IV investigates the perceptions of
people with chronic pain of the use and/or non-use of mobile health (mHealth) solutions
with respect to data ownership and privacy. Finally, Article V investigates the perceived
monetary value people attach to their personal health data.

All the articles used in this thesis were largely informed by the findings from earlier
studies. Article I consisted of two studies (A and B) of which Study B was a follow-up
study informed by emerging issues identified from Study A. Similarly, Articles II
and V were informed by Article I’s discovery that individuals experienced a loss of
ownership of their data and had no real credible insights about monetization of their data.
Additionally, Article IV’s call for greater collaboration among healthcare stakeholders
and the need to gain knowledge about transparent and ethical data management practices
stems from Articles I, III, and V’s highlight of users’ dissatisfaction with private
companies’ practices. Users’ reactions to the data management scenarios in Article II
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inspired Article III’s investigation into their perception of reuse of personal data donated
for public use.

1.2.1 Research aim, objectives, and questions

The aim of this thesis is to investigate people’s perception of personal data particularly
within the health domain. More specifically, this thesis sheds light on the valuation,
reuse, and ethics of personal data in the building of future health services and tools.
With this aim, this thesis pursues the following two key objectives:

– O1: To develop research probes for collecting personal data in the health domain and
– O2: To conduct a series of case studies on the perception of personal data using the

developed research probes

In pursuit of the research aim and objectives, this thesis seeks to answer the following
research questions (RQs).

RQ1: How do human perceptions of ownership and the ethics of reuse differ concerning
personal health data of varying sensitivity levels?

The first part of the thesis investigates the perceptions of users concerning the ownership
of their personal data, as well as the privacy and ethical considerations surrounding the
donation of personal data (Articles I-V). We also examine the privacy-related issues
surrounding the use of mobile health solutions (Article IV) and its implications for
personal data ownership and management (Articles I and IV).

RQ2: What values (ethical and monetary) do people attach to their personal data?

We investigate people’s perceptions of the ethicality of data management practices of
differing types. We conduct this study under the framework of MyData, an emerging
data management principle and set of guidelines that seeks to place the user at the centre
of the data management process (Article II). Further, we investigate the ethical (Article
I) and monetary (Article V) values people attach to their personal data of different types.

RQ3: What ethical issues of personal health data reuse do people identify in future
software-driven healthcare solutions?

19



Table 1. The contributions of each original article to the research questions.

Research questions Articles
RQ1: How do human perceptions of ownership and ethics of reuse
differ concerning personal health data of varying sensitivity levels?

I-V

RQ2: What values (ethical and monetary) do people attach to their
personal data?

I, II, V

RQ3: What ethical issues of personal health data reuse do people
identify in future software-driven healthcare solutions?

III, IV

We investigate the ethical issues that users identify in the use of their personal data for
building software solutions. We investigate RQ3 within the context of user reactions to
privacy, ethical, and data-related issues (Article IV) in connection with the reuse of
previously donated data for future software solutions and initiatives such as open data
(Article III).

1.2.2 Articles, contributions, and author’s role

The author developed two mobile applications (Articles I and V) to elicit experiences
from users. Table 2 provides a summary of the two technical solutions resulting from
this thesis. Article II contributes a survey-based method and instrument for assessing
data management perceptions of people. Articles III and IV were survey-based studies
and are therefore not listed in Table 2.

In Table 1, a summary of the contributions of each article to the research questions is
presented. The following outlines the research contributions of each original article as
presented in this thesis:

Article I explores user perceptions of issues surrounding the donation of personal
data in public using interactive public display technologies and the ethical issues
surrounding the collection of such data. The article contributes a dynamic, easy-to-install
public display tool (referred to as Videosourcing) for the collection of selfie video files
tagged with metadata from passers-by. The Videosourcing application was deployed for
61 days, supported by one post questionnaire and one narrative transportation study.
This article describes the analysis of the studies and highlights the perceptions of people
donating different types of personal data in public spaces (RQ1). The article further
provides an understanding of aspects of the data collection concept and ethical concerns
to be considered in future research ecosystems that exploit situated technologies as
user-facing personal data sources (RQ2). Author contribution: The author of this thesis
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designed the app used in the study, designed the questionnaires, and led the writing of
the article. With the co-authors, the author also analysed the collected data.

Article II presents a survey-based method and instrument for assessing data manage-
ment scenarios. We collect people’s assessment of ethicality and the concern they feel
about topical data management scenarios (RQ2). We identified stark differences across
parameters that affected people’s evaluation of ethicality and the concern they felt about
the presented scenarios. Participants were excited at the prospect of being in control
of their personal data (RQ3) – especially their health data. Our results also highlight
how people respond to the management of their personal data. Author contribution:
The author of this thesis designed the survey instrument used in the study, designed
the questionnaire, and led the writing of the article. The author also took the main
responsibility for the qualitative analysis with two other co-authors.

Article III focuses on crowdsourced open data as an enabler of future software
solutions. The article elicits data donor perceptions on issues surrounding the ethics
(RQ1) and reuse of their previously donated health data in software (RQ3). The results
of the qualitative analysis contributes an in-depth investigation into a range of perceived
opportunities and threats in using crowdsourced open data to enable future software
solutions. Author contribution: The author of this thesis designed the questionnaire used
in the study, planned the study, and led the analysis and writing of the article.

Article IV contrasts the experiences and expectations of people with chronic pain
concerning the use of mHealth solutions for managing chronic pain. The article
highlights the benefits of mHealth solutions and the perceived obstacles to their adoption.
It also examines the privacy concerns users have about mHealth solutions collecting
their data and further explores data ownership-related issues (RQ1). Author contribution:
The author of this thesis supported the design of the questionnaires and led efforts in the
qualitative analysis of the survey data. The author also contributed to the writing of the
manuscript.

Article V presents a mobile application that investigates the monetary value that
people attach to their personal health data (RQ2). The app was deployed for 14 days,
with 56 participants. The article outlines the perceptions of people of the value of their
data, the concerns they have, and their opinions about benefiting financially from their
personal data. The article contributes a mobile app (referred to as LBP) for tracking
sleep and low back pain data daily. It also includes an auction mechanism for valuing
personal data. Author contribution: The author of this thesis designed the mobile app
used in the study, designed the online questionnaire, planned and conducted the study,
and led the analysis and writing of the article.
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Table 2. Technical contributions of the thesis.

Article Description

I
Tablet-based Android application for eliciting video donation on public
displays

II Web-based instrument for assessing data management perceptions

V
Android mobile application for collecting daily health data and running
auctions using the data

1.2.3 Structure of the thesis

The remainder of the thesis is organised as follows. Chapter 2 describes the background
of personal data, crowdsourcing marketplaces as a human subject pool, data re(use)
ethics, and user perceptions. In Chapter 3, an overview of the five articles included in
this thesis is presented alongside a summary of the research methods used. In Chapter 4,
we explore the contributions from the five articles included in this thesis. In Chapter 5,
we revisit the research questions and discuss the findings and limitations as well as
implications for the future. Chapter 6 concludes the thesis.
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2 Related work

2.1 Personal data

Any information related to an identified or identifiable individual can be considered
personal data (Edwards, 2018). Personal data today have an increasingly significant
social, economic, and practical value; a valuable resource pioneering a new economic
asset class (Zuboff, 2019) that will affect all aspects of society (Kuikkaniemi et al.,
2015). Many attempts have been made in recent years to assign legal claims to personal
data. Of particular interest is the call for individual property rights to be applied to
personal data (Lanier, 2014). A counter-argument is that personal data are not creative
outputs but simple facts which cannot be owned (Cohen, 2019). How personal data are
intertwined in our everyday lives makes it difficult to separate which data belongs to
whom. For example, does one’s credit card information belong to the person or the
credit card company? Who can claim ownership of such data? Cohen (2019) further
argues that if personal data were treated as property, it would be both conceptually
and methodologically difficult to determine which personal data belongs to whom.
Regardless of the position taken in this argument, the fact remains that the collection and
use of personal information remains critical globally (Birch, Cochrane, & Ward, 2021).
The advance in technology has empowered the collection, storage, and use of data on a
global scale. Personal data are one such resource that is being collected through various
digital processes and tools (Birch et al., 2021; Cohen, 2019; Poikola et al., 2020).

Research has shown that the type of personal information affects its valuation. For
example, a study by Huberman, Adar, and Fine (2005) found that personal information
was valued according to its usefulness in a particular context. The subjective privacy
value of personal information has been empirically measured across a variety of contexts.
The disclosure of personal information online (Hann, Hui, Lee, & Png, 2007) and
access to location data (Cvrcek, Kumpost, Matyas, & Danezis, 2006) are examples.
There is a growing interest within the Human-Computer Interaction and Ubiquitous
Computing fields in understanding people’s perceptions of their personal data: how they
are collected, stored, processed, who can access them, and for what (Barkhuus et al.,
2008; Consolvo et al., 2005; Toch & Levi, 2013).
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2.1.1 MyData - a new data model

MyData is a model for the use of personal data based on the presupposition that
data producers (people) themselves can use, manage, and give permissions for the
use of data collected about them (Poikola et al., 2020). MyData is thus a new data
management approach that seeks to transform the current organisation-centric system to
a human-centric system of data ownership and control, transferring the ownership and
control of one’s data to the individual (Kuikkaniemi et al., 2015; Rissanen, 2016). The
vision of MyData has emerged to provide technical and ethical guidelines for a balanced
data management between individuals who produce data and organisations that harness
the data for various use cases. This has opened a new frontier for both researchers and
practitioners (Poikola et al., 2020). In the health sciences, MyData has the potential to
revolutionise how research is conducted, as patients bring with them vast amounts of
data to analyse. To effectively use collected health-related data, data producers should
be willing to measure, store, and manage their own data (Kim, Park, et al., 2012), as
having control of one’s personal data leads to better motivation to take care of one’s own
health (Baudendistel et al., 2015).

Indeed, the benefits of MyData have been found to surpass simply having access
and control of one’s data to becoming an enabler of better self-care (Baudendistel et
al., 2015). The GDPR regulation passed by the European Union aims to ensure the
rights of data producers (European Commission, 2016). However, it still follows the
organisation-centric model of data management practices. MyData aims to build on top
of GDPR by altering the model from an organisation-centric view to a human-centric
one, in which the data producer is at the centre of the data management process.
MyData’s human-centric approach pushes for the release of personal data from the
confines of monopolistic data holders for the full potential of personal data to be realised
(Lehtiniemi & Haapoja, 2020; Poikola et al., 2020). The MyData approach envisions an
infrastructure in which data producers can access and control their personal data, grant
permission for the use of such data, and revoke such use.

2.2 Health-themed research using crowdsourcing marketplaces

Crowdsourcing (CS) is the process of distributing work to the many, as opposed to
performing it by the specialised few (Howe et al., 2006). Crowd workers are people who
complete tasks in CS marketplaces for monetary compensation. CS has been employed
for a variety of tasks, including ideation, problem solving, and opinion gathering (Kittur
et al., 2013) - including in healthcare (Brabham, Ribisl, Kirchner, & Bernhardt, 2014;
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Hosio et al., 2018; Swan, 2012). In addition to online crowdsourcing, the ubiquitous
nature of smartphones has made both mobile crowdsourcing and public display setups
gain prominence in the collection of data in specialised social and cultural contexts (Alt,
Shirazi, Schmidt, Kramer, & Nawaz, 2010).

An analysis of crowdsourced health research studies showed that participatory
health, the involvement of people in their own healthcare, is fast becoming part of the
public health ecosystem. Facilitated partly by the growing use of the internet and social
networking tools, participatory health transforms healthcare from a traditional focus on
curing disease to a more personalised preventive approach, making crowdsourced health
research a promising complement to traditional clinical trials as a model for conducting
health research (Swan, 2012).

In this regard, a study was undertaken by Aghdasi et al. (2015) to evaluate how well
a sizable group of laypeople could rate a surgical procedure (cricothyrotomy) carried
out on a simulator. Amazon Mechanical Turk (MTurk) was employed as a human
subject pool. In addition, three experienced surgeons (not crowd workers) watched the
footage and provided their evaluations. Compared to expert surgeons, the crowd workers
took significantly less time to complete the analyses (10 h vs. 60 days). The crowd
workers’ evaluations of the sophisticated surgical performance also matched those of
the professionals (correlation coefficient 0.833). Crowd workers in this study were
therefore considered to offer an effective, precise, and inexpensive way to assess surgical
performance, even when applied to complex procedures. Although the conclusion
is specific to the mentioned study, it must be noted that there are cases where expert
knowledge is critical and needed. Crowdsourcing does not fit all situations as specific
domain knowledge is critical for the accomplishment of certain tasks. As such, checks
should be made to ensure crowd worker’s performance is acceptable.

It can be difficult, time-consuming, and expensive to successfully recruit cancer
survivors for psycho-oncology research, especially for subgroups like young adult cancer
survivors. An option for locating cancer populations is to use online crowdsourcing
marketplaces. Arch and Carr (2017) conducted a study to evaluate the presence of
cancer survivors on MTurk and the viability of MTurk as an effective, affordable, and
trustworthy platform for recruiting and conducting psycho-oncology research. Compared
to many other available psycho-oncology recruitment sources, they discovered that the
recruited individuals were a more geographically, medically, and socio-demographically
diverse group of cancer survivors. MTurk was time- and cost-effective, and the data
produced were reliable.

Crowdsourcing marketplaces can and increasingly are being used as subject pools
to conduct research. These marketplaces have been valuable to research and have
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been used extensively in research in fields such as food science (Simmonds, Woods,
& Spence, 2018), economics (Marreiros, Tonin, Vlassopoulos, & Schraefel, 2017),
psychology (Callan, Kim, Gheorghiu, & Matthews, 2017), and mental health (Jones, Du,
Panattoni, & Henrikson, 2019; Meeussen & Van Laar, 2018).

We relied on CS marketplaces as a human subject pool to recruit participants for all
the studies in this thesis. We used two major CS marketplaces in the studies, Prolific
and Amazon Mechanical Turk (MTurk). These marketplaces offer the opportunity to
access a large pool of users and produces results with high validity, even in empirical
research (Brown et al., 2018; Pedersen et al., 2013; Strickland & Stoops, 2018).

2.3 Data reuse ethics

Reusing one’s data in a way that deviates from the original purpose for which the data
were collected raises ethical concerns regarding reciprocity and fair benefit sharing
(Ballantyne, 2019). What further complicates issues is that health data today transcend
clinical records and have expanded to include lifestyle, wellness, and health-related
behaviour data captured by people’s personal digital devices and applications such as
wearables, smartphones, social media and even loyalty cards. Such observed data are
under the control of device manufacturers and application developers, often giving them
the legal right to use, share, or sell such data at their discretion (Ballantyne, 2019; Kotut,
Stelter, Horning, & McCrickard, 2020).

To give a truly informed consent today, when software algorithms can mine data for
even presently unknown anomalies, a shift in the perspective of data management of a
more human-centric perspective is needed (Swan, 2012). Involving data producers in
debating ethical issues is warranted, and this approach is employed throughout this
research, especially concerning the reuse of their data in the future. Krutzinna, Taddeo,
and Floridi (2019) argue that it is an ethical failure not to reuse important data that
matter for improving public health. They further argue that past data management
practices are to blame, and that people’s personal data should be made available for
reuse particularly in scientific settings beyond people’s lifetime. This can be done by
encouraging people to donate their data posthumously, similarly to how human organs
are currently donated.

Calls have been made for data producers to take “ownership” of their data so they
can understand the value the data present and the need to take action against threats
such as identity theft (Zou & Schaub, 2018). Today, data producers are offered a take
it or leave it opportunity to use mobile applications through consent forms and user
permission. One is often compelled to grant permission that may not be required for the
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use of the application. Refusing to grant such permission may lead to being unable
to use the application, forcing users to compromise on the value of the data being
collected by these applications and exchange them for the use of the application (Bahrini,
Wenig, Meissner, Sohr, & Malaka, 2019). Martani, Shaw, and Elger (2019) investigated
how health insurers’ mobile applications encouraged customers to share their personal
behavioural and health data in exchange for monetary rewards. Even within the research
domain, the sensitive and personal nature of health data presents many ethical and legal
challenges. This echoes the need for more attention to addressing the regulatory and
ethical issues of personal data (Andanda, 2020; Kostkova, 2018).

Throughout this thesis, we focus on the reuse of people’s personal data for various
use cases and investigate the perceptions of data producers of the use and reuse of their
data.

2.4 Investigating user perceptions with research probes

As technology becomes increasingly ubiquitous, its usage tends to be task- and work-
related. Understanding the fundamental driving forces that influence people’s opinions
is crucial to determining the values (social, hedonistic, emotional, financial, etc.) they
attach to different things. Karat, Karat, and Vergo (2004) contend that understanding
people and their values in life might help to better understand how to meet their
requirements in relation to the increasingly diverse ways in which they use technology.

Closely related to this is the study by Crawford and Renaud (2014), which investi-
gated people’s perceptions of transparent authentication, and the sensitivity of tasks and
data on smart devices. Using a custom built mobile application, they also explored
user perceptions of the levels of protection provided to their data and applications on
smart devices. They identified varying opinions from participants about the experiment
tasks, justifying the need for a more granular smartphone security method. They also
found that one commonly cited goal in authentication research, the complete removal
of security barriers, was not aligned with user perceptions, as users preferred to have
some barriers in place. With mobile computing having expanded beyond the confines of
laptops, tablets, and smartphones, Häkkilä, Vahabpour, Colley, Väyrynen, and Koskela
(2015) conducted a study to explore design directions for smart glasses based on user
research grounded use cases. They developed three non-functional smart glasses as
research probes to allow study participants to roleplay imaginary situations and then
share their opinions. User perceptions of the usefulness of smart glasses and privacy and
social concerns were then elicited to inform future design.
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Similar studies have been conducted within the health domain. Opoku Asare, Visuri,
Vega, and Ferreira (2022) conducted an exploratory investigation into using smartphones
to detect the onset of depression. They investigated the possibility of using unsupervised
anomaly detection methods to monitor the fluctuations of mental health and its severity
using the Me mobile application. The Me app was used to collect both subjective
and objective data, which were then combined with anomaly detection methods to
identify digital biomarkers for depression. Post-study feedback on user behaviour
through a semi-structured interview highlighted an expectation of instant actionable
feedback within the app, which was personalised, interpretable, and meaningful to
the user. Schoen et al. (2017) also conducted a study to gain an understanding of the
benefits of and possible barriers to the use of mHealth tools for community health
workers. They used the Geohealth software tool to collect health and demographic
data of community members, assessing their experiences of using the software tool,
and conducted a semi-structured interviews with 57 community health workers. They
posited that while the tool saved time with paperwork, organising data that needed to be
collected, and replaced sheaves of paper, poor hardware, faulty software, and an overall
negative perception of community members of mHealth solutions were key technical
and social barriers to the successful adoption of the m-Health tool. They demanded that
community health workers’ opinions be sought when designing the tool to maximise its
usefulness.

In summary, research probes have been deployed in different settings and contexts
to collect user perceptions of different use cases. In this thesis, we develop software
probes (Articles I and V) to aid the soliciting of user perceptions of various personal
data management use cases.
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3 Research methods

The research work embodied in this thesis was conducted using a mixed-methods
approach. Mixed-methods is a mix of quantitative and qualitative research methods that
is common within the HCI research community. This section provides an overview of
the research methods used in the different articles in this thesis.

3.1 Summary of research methods used

In the studies mentioned in this thesis, the mixed methods approach was largely
used. Quantitative data were collected from the study participants with supplementary
qualitative data to gather more nuanced insights. Table 3 summarises the research
methods used in the studies presented in this thesis.

3.2 Research approach

Understanding user perceptions of and attitudes towards personal data is an exploratory
and interdisciplinary process. Drawing on research methods from the fields of psychol-
ogy, sociology, and computer science, this thesis is conducted in the interdisciplinary
research field of Human-Computer Interaction (HCI), a field that cuts across the previ-
ously mentioned disciplines Lazar, Feng, and Hochheiser (2017). The research in this
thesis is primarily exploratory in nature and investigates the perceptions of people of
their personal data. This thesis yields both artefact and empirical contributions and
draws on mixed methods to explore user perceptions of the value, ownership, ethics, and
reuse of personal data through the lens of MyData. The following research methods are
used in the conduct of this research.

Two methods (field studies and online surveys) were used to collect data from
the study participants in the various studies included in this thesis. Quotations from
participants are highlighted in italics. Articles I-V elicited information from participants
using online surveys. In some studies, the online surveys provided supplementary data to
data collected through software artefacts. The online surveys included both open-ended
and quantitative items.
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Table 3. Summary of research methods used in each article.

Method
Study de-
sign

Data collection Data analysis Software used

Article
I

Field
study,
online ex-
periment

Public display, on-
line questionnaire

Video analysis with
OpenCV, thematic
analysis, statistical
tests

Custom Pub-
lic display
app, Google
Forms

Article
II

Online ex-
periment

Online question-
naire

Thematic analysis,
statistical tests

Google Forms

Article
III

Online ex-
periment

Online question-
naire

Thematic analysis

Custom deci-
sion support
tool, Google
Forms

Article
IV

Online ex-
periment

Online question-
naire

Directed content anal-
ysis, statistical tests

Google Forms

Article
V

Field
study,
online ex-
periment

Custom mobile
app, online ques-
tionnaire, Vickrey
auction

Statistical tests,
Borda count, the-
matic analysis

Custom an-
droid mobile
app, Google
Forms

3.2.1 Online experiments

In all the studies, participants completed tasks in their own environment without
researcher supervision. In Article II, we developed and deployed a web-based instrument
in a crowdsourcing marketplace to present different data management scenarios to
crowd workers in an online within-subject experiment. In Article III, we employed a
remote study setup, a web-based software tool, with which participants interacted with
on their own computers. Participants subsequently completed a post-task questionnaire,
hosted on Google Forms to share their thoughts on various items.
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3.2.2 Field studies

Articles I and V employed field studies. Field studies are a way of obtaining empirical
data in the user’s own environment. In the case of Article I, we deployed an interactive
public display artefact at our local university. Participants used the public display tool to
voluntarily donate personal data, including media data. In Article V, we developed
and deployed an Android mobile software artefact which we shared with participants
sourced from Prolific, a crowdsourcing marketplace.

3.3 Data analysis

We employed the use of a mix of qualitative and quantitative methods. We used
quantitative methods that are reminiscent in the field of HCI. Statistical tests such as
parametric tests (e.g. t-test, CHI-square) and non-parametric tests (e.g. Wilcoxon rank
sum) were used. Thematic analysis (Braun & Clarke, 2006) was used to develop insights
from the qualitative data. Video data were analysed using the SSD-framework (Liu et
al., 2016) and the ResNet (He, Zhang, Ren, & Sun, 2016) deep learning model.

3.4 Research ethics

The ethical procedures required by the thesis author’s university were duly followed
during the conduct of this thesis. The author, alongside his co-authors, was effectively
engaged in following good scientific practices in accordance with the Declaration
of Helsinki, the national ethical guidelines of Finland, and the European Charter for
Researchers. The research conducted was committed to the obligations of research such
as openness, quality, and accountability (Mikkelsen et al., 2016). Software code and
other study-related materials where applicable were made available in online repositories.
Research study participants were engaged in all the studies embodied in this thesis, and
the thesis author’s university’s ethical processes for the engagement of such persons for
the purposes of research were followed. Participants were required to provide consent
prior to participating in each of the studies. Study participants therefore consented to
their data being used for the purposes of academic studies. We also recruited participants
from the online crowdsourcing marketplaces Prolific and Amazon Mechanical Turk.
The crowd workers from these marketplaces who participated in our studies were
compensated according to the principles of fair crowd work (Silberman et al., 2018).
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3.5 Experiments

3.5.1 Study 1: Videosourcing personal health data (Article I)

In this study, we deployed a Videosourcing application to be used by passers-by (students,
researchers, and other administrative staff) on the university campus. Study 1 was
conducted in two streams, studies A and B. In Study A, we collected data via the
Videosourcing application interface and some supplementary qualitative data via a
follow-up online questionnaire hosted on Google Forms. In Study B, we recruited
study participants from Prolific to provide their thoughts on the issues identified in the
earlier study (Study A). Here, we employed the use of narrative transportation (Green,
2008), in which we immersed participants in a story about the tool and its use. Narrative
transportation is a theory that proposes that when participants are engaged in a story,
their attitudes and intentions change to reflect that story (Green, 2008). The collected
video data were analysed using OpenCV (Bradski, 2000). The quantitative data were
analysed using the Kruskal-Wallis and Wilcoxon Signed Ranked statistical tests.

3.5.2 Study 2: Data management scenarios (Article II)

In this study, we deployed an online data collection tool on Amazon Mechanical Turk
(MTurk). The tool was built using AWS Crowd-HTML markup and was directly
deployed in the MTurk interface as a survey task (see Figure 4). The list of parameters
used to generate the scenarios in the tool was uploaded via a separate CSV file. We
analysed the qualitative data submitted by participants using thematic analysis (Braun &
Clarke, 2006). Least Square Means (LSM) with Tukey HSD adjustment was used to
investigate the pairwise relations of the levels of each parameter. Shapiro-Wilk and
one-way ANOVA tests were used to test statistically significant differences between the
parameters.

3.5.3 Study 3: Reuse of open personal data (Article III)

Prior to study 3, we had conducted a study in which we invited participants to contribute
and assess mental health self-care techniques using a data collection and decision
support tool. During the data collection, the participants were informed that all the data
they provided would be used freely for research and as an open dataset accessible by
anyone online, thus open health data (OHD). We used Prolific as our human subject
pool. The questionnaire was hosted on Google Forms. Participants were given a link
that directed users to explore the decision support system (software) that had been built
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using their previously donated data. After interacting with the developed system, users
answered the questionnaire. Thematic analysis was employed for the data analysis
(Braun & Clarke, 2006) following a deductive approach.

3.5.4 Study 4: Evaluation of mHealth use (Article IV)

In Study 4, we investigated how mHealth solutions were perceived by two groups: users
and non-users. Our goal was to understand the expectations and assumptions underlying
mHealth non-users’ concerns about the technology, as well as to evaluate how far these
assumptions were from users’ actual experiences. We conducted a questionnaire-based
study hosted on Google Forms and deployed on Prolific, targeting people with varying
experiences of chronic pain. We applied the directed content analysis method (Hsieh &
Shannon, 2005) to analyse the qualitative data. The Mann-Witney-Wilcoxon statistical
test was also used for the Likert-type questions.

3.5.5 Study 5: Assessing monetary value of personal health data
(Article V)

In this study, we built a custom mobile application to collect health data including
sleep duration, sleep quality, pain intensity, and wake-up times from people living with
Low Back Pain (LBP). These data were then later valued to be sold to a purchasing
entity (a for-profit company, the government, or an academic institution) using a reverse
second-price auction mechanism implemented in the app. We applied the reverse
second-price closed-bid Vickrey auction (Vickrey, 1962). An end-of-study questionnaire
hosted on Google Forms was sent to the participants at the end of the 14 day study to
gather qualitative insights. The quantitative data were analysed using statistical tests (e.g.
Shapiro-Wilk, Kruskal-Wallis, one-way ANOVA, Bonferroni correction, etc). Borda
count (Saari, 2000) was also used to weight user preferences. Qualitative data were
analysed using the deductive thematic analysis approach (Braun & Clarke, 2006).
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4 Research contributions

In this chapter, we present the research contributions from Articles I-V in which we
explore and investigate the views of people concerning various issues that concern their
personal data. We explore this from the angles of data ownership and privacy, personal
data management and reuse, and valuation.

4.1 Ownership and privacy of personal health data

Article I introduces Study 1 with two parts (Study A and Study B) in which the
participants provided insights into using public display technologies to collect personal
data in public settings in the form of tagged media. In Study A, participants used the
designed public display tool (see Fig. 1) to donate selfie videos tagged with metadata to

Fig. 1. The Videosourcing desk deployed in the corridor of the campus. Reprinted with
permission from Article I under the terms of the Creative Commons Attribution 4.0 licence,
2020.
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be leveraged in any non-profit research. In Study B, an online narrative transportation
study was used to elicit rich qualitative insights into key emerging aspects from Study A
on issues of trust in the data collection entity, the intended use of the collected data,
and the reasons for the collection of the data. Since in Study A we obtained input
only from people who already used the deployment, Study B targeted people online
who did not use the deployment. As such the use of a narrative transportation was
warranted. Narrative transportation enables participants to engage in a story, which
primes their attitudes and intentions to reflect the circumstances of the given story
narrative (van Laer, de Ruyter, Visconti, & Wetzels, 2013). The narrative presents the
setup in its entirety to the study participant along with a narrative of the scenario that
participants in the first study experienced. The narrative described how the user first
encounters the display, interacts with, etc. The field study (Study A) showed people’s
willingness to donate even highly sensitive personal data about themselves in public
settings. A total of 199 15-second video selfies was donated over a 61-day period with
78 of them having voluntarily labelled metadata attached to them by the donors. The
online narrative transportation study (Study B) provides deeper understanding of various
issues arising from Study A that can be leveraged in the future design of systems such as
‘Videosourcing‘ for collecting data in public. Study B revealed interesting perceptions of
people regarding the sharing of their sensitive data in public settings, reservations about
data security, and ownership rights to their personal data.

Participants in Study A reported a mean truthfulness score of 5.4 (SD = 0.8) on a
scale of 1 to 7 for their answers to the questions used as metadata to tag the videos with
no significant differences between genders or age groups. Using the Kruskal-Wallis test
in Study B, we identified a significant difference between the willingness to donate
different types of data (p < 0.01). Further analysis using the Wilcoxon Signed Rank
tests showed that data types such as religion and racial identity were more likely to be
donated than email, location, serious health conditions, or one’s surname (p < 0.01). The
figure 2 shows fairly stark differences in the data types. Data types such as surname and
serious health conditions were types participants were unwilling to reveal. Non-serious
health conditions and email addresses were more likely to be revealed than surnames (p
< 0.01).

The results from Article I reveal the participants in general were willing to share their
personal data, even in public settings. However, concerning the entity collecting the data,
the participants highlighted some differentiation. To them, not all entities were equal
and that the reputation of an entity played an important role in their decision to donate
data. Even in academia, participants viewed private and public research institutions
differently, with participants more easy-going with public research institutions.
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Fig. 2. Responses to a Likert Scale on the types of data the participants would be willing to
donate (1 = not at all willing, 5 = extremely willing). Reprinted with permission from Article I
under the terms of the Creative Commons Attribution 4.0 licence, 2020.

In Articles I and V, the participants expressed the need to be in charge of making
decisions about their data. To them, owning and being in control of one’s data was a
right, allowing them to choose who should have access to their data, what to share, and
the opportunity to benefit financially from their data. Some participants also highlighted
the concern that they could lose ownership of their data once they donated it. This was
particularly important to the participants, as they wanted to be in control of how their
data were used and managed. Most participants agreed that their data should only be
used for the defined purpose.

In Article I, although the participants were willing to donate different types of
data, they still expressed some reservations regarding privacy, trust, and the future use
of their data. The participants also clearly demonstrated that internally, they valued
different types of data differently, as can be seen in Figure 2. They assigned sensitivity
levels to their data, willing to donate less sensitive data and unwilling to donate more
sensitive data. Considering the sensitivity of health data, the participants expressed their
willingness to donate more only if the setup was anonymous. Since the setup in Article I
involved video collection, it might have had affected the kinds of data participants were
willing to donate. However, in general, the majority of participants were willing to
donate some data. Despite not probing participants about the misuse of their data, this
issue was raised repeatedly by participants, indicating a clear pain point for people.

In both Studies A and B of Article I, people were willing to donate personal data in
public settings using public display technologies, even when rewards are not guaranteed.
The use of PDs could act as a complementary form of data collection to the existing
tried and tested traditional methods such as online data collection systems. Further,
should concerns such as trust in the organisation behind the data collection, the intended
use of the collected data, and the security of the data collection platform be alleviated,
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people were willing to provide much more detailed and sensitive information about
themselves. In explaining the intricacies of data collection, “why” is more important
than “what” (Fiesler & Hallinan, 2018). People should be aware of “why” their data
is being collected and this should be addressed proactively at the outset of the user
interaction flow. This would increase participation in data collection initiatives that
adopt PDs, reduce concerns about data use, and improve the ethicality of the data
collection procedure. For more details on Studies A and B, see Article I.

4.1.1 Privacy and data management in using m-Health solutions

Mobile health (mHealth) is a medical or public practice supported by mobile devices
(Rowland, Fitzgerald, Holme, Powell, & McGregor, 2020). It contains a variety of
contexts such as the use of mobile phones for care delivery, patient communication,
medication monitoring, and even adherence support (Becker et al., 2014). In Article IV,
we focus on the perceptions of people with chronic pain of mHealth. Specifically, in
this thesis, we focus on the privacy and data management aspects of the study. The
study was conducted with two groups: those who use mHealth solutions and those who
did not. We investigated how mHealth solutions were used and experienced from the
perspectives of ease of use, reliability, functionality, usefulness, satisfaction, and privacy
using questionnaire responses from 62 participants: 31 m-Health users and 31 non-users.

The fear of data abuse and/or misuse was a strong concern for participants. Real
world events such as the increasing number of data breaches, particularly of health-
related data, influenced on people’s willingness to donate their data. In Article IV, we
observed that mHealth non-users were more concerned about the privacy of their data
than m-Health users shown in Figure 3 (p < 0.01). Such privacy concerns acted as
inhibitors to the adoption of technologies that could support health and well-being.
Participants expressed very serious reservations about sharing sensitive data such as
credit card numbers and biometric data citing identity theft as a major fear. Similarly,
concerning mHealth solutions, manufacturers having access to users’ personal data
collected using mHealth solutions, we observed statistically significant differences
between mHealth users and non-users (p < 0.01).
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Fig. 3. Likert item answers to privacy. mHealth: mobile health. Reprinted with permission
from Article I under the terms of the Creative Commons Attribution 4.0 licence, 2022.

While expressing concern about privacy, the participants also demonstrated diverse
views concerning the future management of their personal health data. In Article II, the
participants claimed they would not trust platforms with their data, but also preferred to
have their health data linked to their health insurance provider. Similarly, in Article IV,
the participants were unconcerned about the m-Health solutions provider having access
to their data. However, in Articles II and III, they were unreservedly concerned. This
contrast in opinions may very well be due to a lack of clarity on what privacy actually
means. People have a natural expectation of the flow of information. Privacy issues
may surface if this fails to happen. Participants were concerned about the sharing of
their personal data with third parties, and mHealth solutions frequently fell short of
giving any guarantees despite gathering and sending personal data (Blenner et al., 2016;
Grindrod et al., 2017). Personal data are sensitive by nature, making access to them a
threat to data security (Tangari, Ikram, Ijaz, Kaafar, & Berkovsky, 2021).

In summary, concern for the security of one’s personal health data is one of the
impediments to the adoption of digital tools that could help improve people’s overall
health. We suggest that privacy concerns among non-users of mHealth may have
hindered their adoption of mHealth solutions. Conversely, it could also be argued that
their prior experience or lack thereof with mHealth solutions has made them more
concerned about data privacy as sometimes, only after people use a technology do they
realize that their initial concerns may have been exaggerated. Whatever the case is, we
believe that identifying and removing impediments that may be crucial to mHealth
adoption could be critical to healthy lifestyle promotion and even self-care. A “neutral”
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entity that commands user trust could be helpful in this regard by taking responsibility
for the managing of personal data to curtail potential misuse and abuse.

4.2 Reactions to personal data management issues

Building on key findings of Article I, we designed a further study to investigate people’s
reactions to various data management scenarios. The aim was to better understand what
people considered acceptable when it comes to managing their personal data. Article II
focuses on people’s perceptions of various data management practices, modelled after
the related literature (Fiesler & Hallinan, 2018; Stevens, 2001) and various privacy and
potentially ethical violations of people’s data in the real world (Harwell, 2019; Helm,
2019; Lapaire, 2018; Marcia, 2019). The research was conducted in two stages (Stage 1
and Stage 2). In Stage 1, participants assessed the ethicality of various data management
scenarios using a novel quantitative scenario-based approach, as shown in Figure 4 and
parameters shown in Table 4. In Stage 2, there was an online questionnaire to collect
demographic data, as well as open-ended questions to collect additional qualitative
insights to support the quantitative results from Stage 1. The research used in Article II
was conducted with a special focus on MyData (Poikola et al., 2020), a human-centric
data management model and set of guidelines that aims to empower individuals to
access, use, manage, and give permission to their personal data. Using a variety of
different data management scenarios as experimental stimuli, we collect data on ethics
and concern on 96 different scenarios that emulate common types of personal data use
and misuse. A total of 1920 individual scenario assessments was obtained in Stage 1.

A Cumulative Link Mixed Model fitted with the Laplace approximation regression
model was built using the scenario assessments from Stage 1. We observed statistically
significant effects of the different parameter levels on the perceived ethicality of a given
scenario. Further, a least square means analysis with Tukey HSD adjustment was used
to investigate the pairwise relations of the levels of each parameter. Similarly, significant
statistical differences were discovered between all the parameters (see Table 4). For
more details on how different parameters affect the perceived ethicality of the scenarios,
see Article II.

Further, the study also shows how different parameters affected the extent to which
the presented scenarios were perceived as concerning. The results however, differ
substantially from those of the ethicality of the scenario, indicating that the two variables
(ethicality and felt-concern) are decoupled. A least square means analysis comparing
pairwise the different parameter levels in the context of how concerning the conduct was
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Fig. 4. The Human Intelligence Task (HIT) deployed to MTurk. The variables denoted inside
curly brackets were populated in runtime by MTurk with the parameter levels presented in
Table 4, i.e. there were 96 unique scenarios deployed through this setup. Participants used
the two sliders and the set of radiobuttons to indicate the perceived levels of ethicality and
concern, and the decisive parameter for ethicality. Reprinted with permission from Article II ©
ACM, 2021.
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perceived as also yielded statistically significant differences between the levels. Details
of the pairwise comparison can be found in Article II.

A Shapiro-Wilk test on normality on the ethicality and concern responses was
not normally distributed (p < .0005). The response variance for ethicality was 1.88
(SD = 1.37), while the variance for concern was 1.15 (SD = 1.37). When considering
the variance across all 96 scenarios, one-way analysis of variance (ANOVA) showed
significant differences on both the ethicality response (F = 1.539) and the concern
response (F = 1.931). ANOVA was used due to its tolerance of non-normal data with a
small effect on the Type I error rate. This verifies that all the different scenario types had
an influence on the participant responses.

Stage 2 was conducted with the participation of 75% of the invited participants of
the Stage 1 study. Here, we collected qualitative insights to complement the first stage
study. The MyData vision was an exciting concept for our participants, as it enabled
them to be the owners and controllers of their data. We observed that the prospect of
being in control of one’s data was not only exciting but also offered an opportunity
to monetise such data. However, concerns about privacy remained, as participants
expressed doubt about whether it was even possible to be in control of one’s data in a
world in which security and privacy were potentially in the hands of malicious actors
and hackers. Some were concerned about how much control they could realistically
have. However, the attitude of participants was generally positive, especially concerning
healthcare data ownership and management and its vast potential.

Our participants were very vocal regarding the abuse of personal data, expressing
in uncertain terms how they perceived their data being abused on a daily basis by
corporations for monetary benefits. Some of the issues highlighted issues include the
sale of their data to third parties for marketing purposes and data breaches at a global
level. Our participants not only voiced concern but positively embraced the idea posited
by the MyData vision and guidelines, not only in offering the opportunity to be in control
of their data but also to provide access to tackling healthcare problems by enabling
access to their health-related data to healthcare providers.

Most ethical issues about data are related to data collected about people - personal
data (Hand, 2018). Considering how parameters in Stage 1 affected the perceived
ethicality and concern, it is clear that data management perceptions should be studied
at a more granular level. People do not view ethicality and concern in the same way.
What one may consider unethical may not necessarily therefore be concerning and
vice versa. Table 5 gives a clue about what aspects of the parameters are important to
people. As such, prioritising these aspects which people consider most decisive in their
internal accounting could be useful in improving the legibility of documents such as
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disclaimers and consent forms. The results from Stage 2 also highlight a level of distrust
of companies involved in the collection and processing of personal data. To this end,
trust is an essential component that must be developed in all the stakeholders in the data
management chain.

Table 5. Counts of how many times each parameter was the decisive factor in the participant’s
choice of ethicality, and the counts of levels that were shown if the parameter in question
was the decisive factor. Adapted with permission from Article II © ACM, 2021.

Parameter Level counts and proportions as the decisive factor for
ethicality

MyData operator action Sold (282 / 56.5%)
(499 / 26.0%) Shared (217 / 43.5%)

Data type Media (229 / 33.1%)
(691 / 36.0%) Diagnostic (184 / 26.6%)

Health tracker (139 / 20.1%)
Location data (139 / 20.1%)

Purpose Government (152 / 34.9%)
(435 / 22.7%) For-profit (143 / 32.9%)

Academic research (140 / 32.2%)

Consent Against consent (84 / 28.5%)
(295 / 15.3%) Within consent (77 / 26.1%)

Within but confusing (72 / 24.4%)
Against but legal (62 / 21.0%)

In summary, we present end-user perceptions on personal data management through
the examination of various data management scenarios. The perspectives elicited
were realistic given participants’ knowledge and/or experience with various data
mismanagement occurrences in the real world. We posit that end-user perceptions of
personal data are relevant to scientific, societal, and industrial research on data ethics.
To support research in this area, we contribute a survey-based method and instrument for
the assessment of data management perceptions.
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4.3 Reusing open personal health data

Our study in Article III focused on the perceptions of data contributors concerning
the use and reuse of their health data contributed to Open Data initiatives. Article II
highlights users’ opposition to the malicious use of their data without their consent.
This study aimed at gaining an understanding of people’s view of their personal data
beyond its initial purpose in a situation where they have renounced ownership of the
donated data. Open Health Data (OHD) as used within the context of this study refers
to any type of publicly accessible health-related data (Kostkova et al., 2016; Martin,
Helbig, & Birkhead, 2015). Researchers have explored crowdsourcing as a means of
collecting bespoke OHD as an input for digital health software solutions. Understanding
the decision making process of potential data donors is crucial, as such understanding
can aid the software community in taking ample steps to alleviate any concern.

We conducted a study (not included in this thesis) in which crowd workers from
Prolific were invited to contribute data to a decision support system on mental health
self-care. These participants were informed that all the data they provided would
be used openly in research and made available online to anyone as an OHD dataset.
Participants were requested to assess an initial set of self-care techniques based on a set
of criteria (see Figure 5[B]). Participants could build on these initial set of techniques
by contributing their own techniques which then became available for assessment by
other participants. A total of 1071 people participated in the study with 188 unique
self-care technique contributions. In Article III, a subset of these participants (N = 80)
were invited to a follow-up study to explore the decision support system which could
analyse their previously contributed self-care techniques and turn it into an interactive
exploration interface helpful in finding suitable self-care techniques to try (see Figure 5).
Participants then answered an online questionnaire about their perceptions of OHD
reuse.

Anonymity (87.5%, N = 70) and how the data would eventually be used (88.75%, N
= 71) were the most important considerations of study participants when deciding to
donate data for public use. Of the 80 participants, only 37.5% (N = 30) considered the
perceived societal benefit as an important criterion during the decision-making process.
Thus, despite donating the data for public “benefit”, participants put themselves first, not
in terms of benefit per se, but the security and privacy of their identity and data.

We evaluated how much trust participants have in public, private, or societal
stakeholders in building software using OHD. As expected, public (50%, N = 40)
and societal stakeholders (48.75%, N = 39) were considered more trustworthy by
participants than private stakeholders (17.5%, N = 14). See Figure 6. Similarly, in
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Fig. 5. Interface of the Decision Support System developed to suggest mental health self-care
techniques to participants [A) General instructions B) Criteria for finding self-care techniques
C) Suggested self-care techniques based on the selected criteria]. Reprinted with permission
from Article III © IEEE, 2021.

Article V, participants considered public (government) stakeholders more trustworthy
than private stakeholders (banks, and insurance companies). Participant perspective
about challenges that OHD presents include preserving user privacy and anonymity,
preventing abuse and misuse of health data, and ensuring quality of contributed data.
Despite these challenges, the potential application areas of OHD are enormous. OHD
could transform the development of digital health software, opening opportunities to
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Fig. 6. The Likert-scale responses to questions concerning (a) aspects to consider prior to
donating data, (b) user opinions about their data after using the designed tool, (c) stakeholder
trustworthiness, and (d) the perceived usefulness of the tool. Adapted with permission from
Article III © IEEE, 2021.

build tools and services for the improvement of the health and well-being of the general
public, as well as pushing the boundaries of research.

Overall, participants perceive OHD as having very broad potential. It was considered
suitable for the creation of health- and wellness-related software tools, the creation of
new knowledge, fuelling of scientific research, and fostering the detection and prevention
of previously unknown diseases (Bietz et al., 2016; Dolley, 2018). One promising
development in this area is the interest of crowd workers in donating their health data to
open data initiatives. However, there is a lingering concern about the prospects of private
stakeholders such as pharmaceutical and insurance companies using people’s personal
data donated to OHD initiatives. Thus, despite relinquishing their right to the data,
participants still wanted to have a say in how the data were eventually used, by whom,
for what, and where. With trust in private stakeholders low, there is a fear about possible
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data abuse by private entities, particularly insurance companies. Similarly, participants’
strong position on anonymity presents a roadblock for healthcare solutions that may
require identifiable user data (Martin et al., 2015). The capacity to examine the data and
target-specific demographic groups to discover what conditions may be prevalent in
these groups may be hampered by the deidentification of user data. An opportunity
presented here is for public and societal stakeholders to join efforts in the development
of software solutions based on OHD as they command more trust from data donors.

4.4 Monetary value of personal health data

In Article V, we focus on the perceived monetary value of personal health data and
developed an Android application for collecting user data daily through an in-app
questionnaire (see Figure 8). Article V was informed by previous findings that highlight
users’ inability to put a realistic price on their own data (Article I) as well as optimism
surrounding the MyData concept enabling users to benefit financially from their personal
data (Article II). Participants were recruited from Prolific, an online crowdsourcing
platform after having met the eligibility criteria. Participants engaged in an auction once
a day which lasted from 6am to 6pm. In each auction, participants were able to place
bids on four units of data (sleep duration, sleep quality, pain intensity, and number of
wake-up times) to be sold to one of three entities (a for-profit company, the government,
or an academic institution). Each participant therefore had the option to place four bids
a day. Participants were offered the opportunity to skip placing a bid on a unit of data if
they wished. A total of 2656 bids was placed over the 14 day study period across all
four categories, with an average of 165.3 bids per day (SD = 11.56). Fifteen participants
won in at least one category (X = 17.93, SD = 17.18). We present density plots for the
various data categories throughout the study in Figure 7 to demonstrate the variation in
participants’ assessments of the monetary value of their health data.

The auction data were not normally distributed according to a Shapiro-Wilk test on
normality. A non-parametric Kruskal-Wallis test indicated a statistically significant
difference in sleep duration (χ2(2) = 10.994, p = 0.004), sleep quality (χ2(2) = 8.455, p
= 0.015), pain intensity (χ2(2) = 9.469, p = 0.009) and number of wake-up time (χ2(2)
= 9.410, p = 0.094) scores between the different buyers. Using a one-way ANOVA, we
investigated if bid distributions within a given data category showed any significant
differences across the various entities (a for-profit company, the government, and an
academic institution). We observed statistically significant differences in how the data
categories were valued between the different buyers (p < 0.05), as shown in Table 6.
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Fig. 7. Density plot of bids per buyer per data category. Reprinted from Article V (under
review).

Bonferroni correction t-tests were conducted to determine the pair-wise differences
between the buyers. More details on the pair-wise differences can be found in Article V.

Article V focused solely on individual data units (e.g. sleep duration for the past
night). Compared to other studies (e.g. Carrascal, Riederer, Erramilli, Cherubini, and de
Oliveira (2013); Staiano et al. (2014)), we recorded a lower monetary valuation of data
units, an indication of a somewhat limited understanding of the value of such data to
a purchasing entity. There is an opportunity for data purchasing firms to simply buy
individual data units at a minimal cost for subsequent aggregation. On the other hand, by
pricing individual units of data at a low fee, data producers may be setting themselves
up for low financial benefits from their data. In a similar vein, the downward trend
of personal data valuation favours purchasing entities to acquire more data at a lower
cost. The low financial benefits to data producers could be discouraging in and of itself,
prompting users to opt out of selling such data altogether.

The studies in this thesis indicate clearly that people are willing to share their
data, albeit at a fair value (Li, Liu, & Motiwalla, 2021). In Article V, we learned that
when it comes to selling one’s data to entities such as the government and for-profit
companies, people were very interested in getting monetary rewards in return. However,

Table 6. Summary of the one-way ANOVA test for differences in participant bids across the
various purchasing entities. Reprinted from Article V (under review).

Groups Df Sum Sq Mean Sq F value Pr(>F) Signif. code

Sleep duration - Buyer 2 6.130 3.065 7.460 0.001 **
Sleep quality - Buyer 2 4.110 2.055 5.033 0.007 **
Pain intensity - Buyer 2 4.980 2.493 6.794 0.001 **
Wake-up times - Buyer 2 4.450 2.223 7.354 0.001 **

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05

49



for non-profits such as academic institutions, people were willing to even offer their data
for “free”, as long as it was used for the intended purpose. In this regard, users placed
lower bids for the same units of data when the purchasing entity was “an academic
institution”. Contributing to the “public good” was one cited motivation for this attitude
by our participants. Participants viewed non-profit organisations to be much more caring
for the interests of the public. Regarding trust, our study in Articles III and V show very
similar results; that people primarily trust themselves to be custodians of their own data,
followed by societal stakeholders.

In summary, Articles I and V confirm an indication of a clear desire of people to
benefit financially from their personal data, and that they are willing to sell such data,
irrespective of who the purchasing entity is. With private companies already finding
smart ways of accessing such data through consents and other means, the opportunity
for data producers to benefit financially from their data is very welcome despite privacy
and data protection concerns. The economic value placed on units of data is thus shaped
by a mental image of the resources available to the purchasing entity. Our participants
had self-selected as human subjects in academic studies, and our participants originate
only from the UK. Therefore, although our results are in line with existing research and
also indicate broader trends, they do not generalize over the general population. Also, as
the data entered by our participants was questionnaire data, and despite the study relying
on a commonly used mechansism, the Vickrey auction, the data may suffer from subpar
ecological validity.

4.5 Technological tools

Throughout the conduct of this thesis, bespoke software tools and a research instrument
were designed to conduct the studies highlighted in Table 2. An Android based mobile
application was built and deployed on a tablet device to serve as a Public Display
unit for the conduct of the studies in Article I. This tool allowed for custom-remote
configuration of the app through push notifications, making it easy to modify the study
parameters as needed, even while the deployment was ongoing. This tool also facilitated
data collection which is crucial for analyzing the results of the study (see Figure 1). In
Article V, a cross-platform mobile application was designed and built to run on both
Android and iOS devices for the daily logging of health in-app questionnaire data and
also for the conduct of in-app auctions of user data (see Figure 8). The tool did not only
enable the easy and convenient daily logging of health-related in-app questionnaire data
but also provided a platform for the fair and ethical auctioning of user data. Article II
contributes a web-based instrument for the assessment of data management scenarios
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(see Figure 4). This tool provides a customisable framework for evaluating different data
management strategies, thereby helping researchers make informed decisions.
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(a) Daily survey (b) Weekly trends

(c) Join auction (d) Winnings

Fig. 8. Different screenshots of the ‘LBP’ app. Reprinted from Article V (under review).
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5 Discussion

In this chapter, we revisit the research questions outlined at the beginning of the thesis
and highlight how they were addressed. We discuss personal data management and its
implications for digital services that rely on personal data. We conclude this chapter
with some of the limitations reported in the articles presented in this thesis.

5.1 Attaining the objectives

This thesis has two primary objectives:
– O1: To develop new software and research probes for crowdsourcing personal data in

the health domain.
– O2: To conduct case-studies on perceptions of privacy, ownership, and valuation of

such personal data as well as the ethics of data reuse.
For objective O1, we created two software applications, Videosourcing (a public

display app) and LBP (a mobile application) to collect personal data from participants in
the wild. Both applications run on the Android platform. The Videosourcing application
enabled the collection of short videos from passers-by with accompanying metadata.
The second software tool, LBP, enabled the daily logging of pain and sleep data through
an in-app questionnaire and facilitated the running of a daily auction in which users bid
to sell their personal data to a purchasing entity.

The second objective, O2, was to conduct case studies on people’s perceptions of
various ethical and data management concerns related to their personal data. This was
achieved in several areas, including privacy, data ownership, data reuse, and valuation.
The case-studies focused on open health data (OHD), data donation in public settings
using public display probes, an assessment of various data management practices, and
the monetary valuation of health data. The LBP and Videousourcing applications were
instrumental in the conduct of some of these studies.

Next, we discuss the research questions.
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5.2 Revisiting the research questions

5.2.1 RQ1 - How do human perceptions of ownership and ethics of use
differ concerning personal health data of varying sensitivity
levels?

In Article V, we observe that users primarily trust themselves to be custodians of their
own health data. As data producers, they want to remain in control of their data. Studies
on personal data have shown that giving users more control of their personal data
increases their trust and willingness to share it (Smith, Dinev, & Xu, 2011). Other
studies such as (Li et al., 2021) share the opinion that users are willing to share their
data if they are fairly financially rewarded.

Across Articles I-V, our participants perceive control of their personal data as a right.
Having gained an understanding in Article II of the potential MyData offered in terms of
ownership and control, they unreservedly supported the idea. People are not unwilling
to share their data for the public good as evidenced in Articles I and III. However, they
simply want to be in control of whom they share the data with, for how long, and for
what purpose. For example, in Article IV, the participants agreed to share the ownership
of their data with the platforms that hosted such data. However, when it comes to whom
such data can be shared with and for what, the participants believe the prerogative is
theirs alone. Efforts should be made to ensure concerns raised by people about issues
such as privacy, data misuse, and abuse are duly addressed to facilitate future donation
of their data.

In Article II, the participants expressed how important various parameters were
to their decision-making about ethicality. We believe this inter-parameter importance
provides a clue to data operators about which aspects (parameters and levels) are
important to people. Although clear concrete data use policies are therefore already
pervasively required, prioritisation of aspects people find most critical in their internal
accounting can help increase user trust in consent forms and disclaimers, for example.
One interesting observation from Article I is user concerns about “why” data about them
is collected. While this may seem obvious, the ability to answer this simple question
means participation in data donation initiatives can be actively increased, as participants
begin to view the collection as more ethical and less suspicious. However, answering the
“why” is less simple than it sounds, as it inherently involves identifying and addressing
user concerns. More granular data management mechanisms must therefore exist in the
future to guarantee people can dictate who will benefit from their data.

Our findings in this thesis indicate that participants value the sensitivity levels of
their data. Throughout the various studies, the participants were unwilling to disclose
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data they considered very sensitive. This included certain health issues, credit card
information, and biometric data. Of particular concern to the participants was the
unknown implications for donating such sensitive data. For example, in Article III, it
was clear that the participants feared knowledge of certain diseases could negatively
affect their access to insurance premiums. Similarly in Article I, the participants were
unwilling to disclose data such as their surnames, serious health conditions and location
data.

5.2.2 RQ2: What values (ethical and monetary) do people attach to
their personal data?

We answer RQ2 in Articles I, II, and V. In Article II, we investigated people’s perceptions
of various data management scenarios. The participants expressed their felt-concerns
about “malicious” practices being exercised by the corporations that currently managed
their data. We observed that the seriousness people attached to the privacy and security
of their personal data was such that simply informing them of the use of high-end
technology to secure their data meant nothing to them. There was a need to build and
maintain a trusting relationship with them.

To ensure a transparent relationship between data producers and data operators,
trustworthiness must therefore be a core pillar demonstrated at every level of the
relationship. Indeed, our studies reveal that what people considered unethical and what
they felt concerned about were often not the same. This may be partly attributed to the
degree of “online apathy” people experience, when although they know something is
being done incorrectly, they simply do not care any longer as they consider it inevitable
(Hargittai & Marwick, 2016).

Our findings from Article I indicate an underlying willingness of people to donate
detailed personal data about themselves if they could 1) trust the entity behind the data
collection effort, 2) trust the security of the platform where the data will be stored,
and 3) know the intended use of the data. Indeed, on this front, it is evident that the
reputation of the data collection entity is of the utmost importance. Considering entities
that collect data - for example, academic research institutions - there seems to be a
dichotomy between private and public institutions, something on which the participants
focused. Similarly, in Article V, we observe an obvious dislike of insurance companies
accessing user data. Indeed, insurance companies were singled out as being the least
trustworthy by our participants.

Our findings indicate that the monetary value people attach to different units of
their personal data has been decreasing over the years. For this, we hypothesise two
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possible scenarios: 1) either people have grown tired and simply do not care any longer
and would request a smaller amount of money for their data just so they could gain
some financial benefit from it; or 2) people feel detached from the value of their data.
We believe the latter could be due to how data are spread across multiple devices and
technologies and managed by different institutions.

In Article V, some participants considered their data to be of no value simply because
they could not perceive how such data would be useful to a purchasing entity. This
assumption is probably due to the individual nature of the data. Should these individual
units of data be aggregated, it’s usefulness may become clearer, at which point people
would consider it much more valuable. One participant notes in Article V, “I cannot see
how these organisations can meaningfully take advantage of these data”. The lower
valuations for the various data units may therefore be due to participants’ assumption of
the “little information” about their health and lifestyle conveyed by the individual data
units. This could be a result of participants’ lack of comprehension of how valuable
such data could be to the purchasing entity.

In Article I, it was clear that users did not have a clear idea of what their data were
worth, as responses ranged from zero to hundreds of thousands of dollars with no
convergence points. However, the participants expressed the need for payment for
the collection and use of their data. There was an emphasis on the intended use and
its subsequent contribution to society. While participants considered their data to be
priceless, they were willing to give them up for free for research purposes that would
benefit the wider society.

5.2.3 RQ3 - What ethical issues of personal health data reuse do
people identify in future software-driven healthcare solutions?

Open health data have broad potential for use in the creation of health and wellness-
related software solutions, scientific research, and for the identification and prevention of
previously unknown diseases. Our participants (Article III), despite having donated their
data as open data, still wanted to have a say in how the data were to be used, by whom,
and where. Our findings indicate that the attachment people have to their data makes
it difficult for them to understand that by donating it, they have essentially revoked
control and ownership of the data. This unconscious perception of ownership could be
an issue to contend with when using such data for the development of software solutions,
particularly by private stakeholders. The participants’ highlighting of past experiences
of data abuse by private stakeholders such as insurance companies, creates a concern
about who might have access to their donated data in the future. With the privacy and
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anonymisation of personal data not enough to prevent deidentification (Sweeney, Abu, &
Winn, 2013), people are concerned about their identity being revealed, despite donating
data anonymously. On the contrary, deidentification of personal data also limits the
ability to target specific demographic groups and presents severe roadblocks for health
solutions that depend on identifiable data.

The potential benefits of using open health data to develop software solutions for
understanding and diagnosing previously unknown diseases are extensive. A major
issue of concern here is third-party data sharing (Article IV). In Article IV, we note
that some software solutions routinely fail to provide transparency in collecting and
transmitting personal data to third-parties (Blenner et al., 2016; Grindrod et al., 2017).
While the sharing of the data with third-parties is often within legal barriers due to users
having agreed to terms and conditions by simply ticking a box, the sharing of data is
often warranted to enhance user experience or even monetise the applications (Binns et
al., 2018). As such, data collected by one party may be shared with another for the
“benefit” of the user. Unfortunately, the third party may use such data in a way that
disproportionately targets the user through targeted advertising, for example. Similarly,
individuals also passively trade their personal data in exchange for free access to various
software applications. They also willingly share sensitive information about themselves
and others on social media (which are also software solutions).

5.3 Implications for digital health services

Digital services that rely on personal health data can be assured of people’s willingness
not only to sell their data but also to donate it if necessary. Thus, depending on the use
case, digital services can either get such data for free or purchase them from users for a
fee. The decreasing cost of personal data as evidenced in Article V indicates that large
amounts of data could be bought at a relatively cheap price. However, this is not so
simple, because the purchasing entity has a part to play in this. For example, in Article
III, people are willing to donate their data to open data initiatives that focus on services
for the greater societal good. Similarly, in Article V, we observe that the value people
placed on their data when the purchasing entity was a research institution was cheaper
than other purchasing entities. In essence, the role of the entity that is collecting the data
in building a service influences how available such data could be and how much they
will cost. MyData could play a pivotal role here as people will be able to easily grant or
revoke access to the use of their data or even sell it for a fee, depending on the intended
use or the purchasing entity.
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People view societal stakeholders (e.g. non-governmental organisations and aca-
demic research institutions) more favourably than public and private stakeholders.
Interestingly, in Article V, private and public stakeholders were considered almost as
equals, as data sold to these entities were priced almost equally. Our findings indicate
that people trust societal stakeholders with their data far more than they do with public
(government) and private stakeholders. One avenue created by this level of trust is
for societal stakeholders to join in the development of digital services and software
solutions that rely on people’s personal data. This is important, as people trust societal
stakeholders to use their data for the broader societal benefit.

Crowd workers’ willingness to donate data both for free and at a price is also
interesting. Crowdsourcing is known to offer a state-of-the-art means for obtaining
ecologically valid data at scale (Kittur et al., 2013) and has been hypothesised as key to
finding new solutions to wicked healthcare problems (Brabham, 2008). By harnessing
the power of the crowd, large amounts of data could be accessed to enable the building
of such future digital health services. Another important opportunity lies with OHD.
Efforts can be made to remove the barriers that are prohibiting users from contributing
to OHD initiatives, as this can open the space for the building of bespoke services that
rely heavily on personal health data.

Most ethical issues about data are related to data collected about people - thus,
personal data. To this end, our research highlights a distrust of companies involved in the
collection and processing of personal data. Although not surprising in and of itself, from
both the academic literature (Bahrini et al., 2019; Zou & Schaub, 2018) and numerous
real life cases of data misuse and abuse such as the infamous Facebook-Cambridge
Analytica scandal (Lapaire, 2018), it outlines an Achilles heel of initiatives such as
MyData. Active steps should be taken not only to fulfill legal and ethical considerations
but to address the concerns users have about their personal data. For solid advances to
be made in the healthcare domain, trust must be developed among all the stakeholders in
the data management chain.

5.4 Towards a new paradigm

The concerns of people about retaining control of their personal data calls for new
data management models. MyData, an emerging human-centric data management
model and set of guidelines that aims to empower people to access, use, manage, and
grant permission to their personal data, is closely related (Poikola et al., 2020). In
Article II, our participants expressed support for the MyData initiative, as it serves as an
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independent intermediary between them and the private stakeholders that currently hold
most of their data.

MyData could play an important role in facilitating access to quality data to the
software industry, particularly to software solutions that rely on massive amounts of data
(e.g. artificial intelligence software solutions). It could also affect the creation of future
digital health solutions that rely on personal data as core building blocks. Even if the
MyData initiative does not see the light of day, we believe that data management should
be studied at a more granular level.

5.5 Future work

First, it will be valuable to explore the potential of the concept of “healthy carefulness”
in relation to data ethics as well as consider the risks and moral obligations of data
reuse for public health purposes. Additionally, it will be important to investigate how
various stakeholders (researchers, private and public institutions, governments, software
designers, etc) may best navigate the often conflicting perspectives of users on the
sharing and reuse of their data.

Secondly, the implementation of the MyData framework could offer a promising
avenue for achieving an ethical and serendipitous approach to data collection. Should
the MyData framework take root, it could empower individuals through simplified
practices of consent, access, and control, and provide opportunities for them to benefit
monetarily from their personal data. It could also be instrumental in facilitating the
creation of future digital health software that use people’s health data as core building
blocks.

5.6 Limitations

In Article I, for example, our results were biased towards people who were willing
to interact with the public display setup. Most of the video submissions were made
after campus hours between 5pm and midnight. It is possible that some people may
have been discouraged from participating because of embarrassment or awkwardness
associated with engaging with the technology probe in public.

The majority of the limitations recorded in the articles presented in this thesis are
inherent to crowd workers. As crowd workers are online primarily to make money, there
is a chance that we missed more qualified candidates due to the competitive nature of
jobs available to these workers. For example, task timeout was a major issue that crowd
workers faced when they were unable to deliver tasks on time. While we verified tasks

59



to ensure that tasks marked as timed out were paid for as long as they were submitted,
we are sure that some workers may have abandoned the tasks because of these time
restraints.

There is also a potential for skewed results due to the recruitment of participants
from crowdsourcing marketplaces for the studies used in this thesis. Although these
marketplaces provide a convenient and cost-effective way to recruit a large sample size
quickly, they may attract participants with different characteristics than those of the
general population. For example, individuals who frequent these platforms may be
more tech-savvy, more motivated to participate in online studies, or have more flexible
schedules than individuals who do not use these platforms. This could potentially bias
the results of the study and limit its generalizability to the broader population.

Further, the results from the studies are limited to the context and culture of the
locations in which the data were collected. Indeed, by relying on crowdworkers, our
results (Articles I - V) are biased toward those who know about and are willing to
participate on these platforms. In Articles I-V, the studies were conducted online, and in
Article V, the participants were expected to have an Android device, live in the UK, and
have low back pain, which means only those with the condition, equipment, and the
ability to use these technologies were eligible. Moreover, the bulk of our participants
on these crowdsourcing marketplaces come from the US, India, UK, and Finland. In
Article V for example, it can be posited that the openness of crowd workers to sell
their personal data may be in part due to the fact that by working on a crowdsourcing
platform, they are already predisposed to make money that way. This means our results
cannot be generalised for the general population. Despite these limitations, our results
are in line with existing research and are indicative of much broader trends, as results
from online marketplaces have been valuable to research with high external validity
even in empirical research (Brown et al., 2018; Pedersen et al., 2013; Strickland &
Stoops, 2018; Swan, 2012).

Additionally, while we ensured that our data collection was of high quality, it remains
possible that some users performed the tasks casually (e.g. using the public display
setup in Article I and the mobile app in Article V). Although these casual attitudes to
research are consistent with previous findings, we are confident that they represent only
a small fraction of the data collected.

To conclude, due to both the aforementioned limitations, we emphasise that our
approaches are not a silver bullet for gathering contributions from the crowd but provide
an additional support to existing approaches.
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6 Conclusion

This research investigated user perceptions of the ownership, valuation, and reuse ethics
of personal data. The broad aim was to gain an understanding of people’s perception of
personal data particularly in the health domain, and to shed light on the valuation, reuse,
and ethical factors involved in the building of innovative future health services based on
personal data.

Throughout the thesis, we present insights into personal data management based on
empirical results from situated public display tasks, online experiments, and mobile data
collection and auction tools. We employed in-the-wild field studies with purpose-built
applications acting as technology probes, complemented by online experiments. We
argue that gaining an understanding of user perceptions of their personal data can benefit
services that rely on such data. We see an opportunity for crowdsourcing marketplaces
to play an important role in serving as as a resourceful human-subject pool for accessing
personal health data.

However, we believe the work presented in this thesis only serves as a first step
towards an extensive investigation into user perceptions in relation to personal data
management. Various research avenues remain unexplored in this domain. For example,
it is important to explore the differences in perspectives of people across different
geographical areas or even from different countries within the same geographical area.

In summary, we are quite optimistic about the future of personal data management.
If efforts are made to resolve the concerns of people concerning the management of
their data, we believe more and more people will be open to the idea of sharing, selling,
or donating their data to various initiatives, including research efforts. This work
contributes empirical insights and implications based on data ownership, valuation, and
reuse.
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