
1

Performance Analysis and Deep Learning Assessment
of Full-Duplex Overlay Cognitive Radio NOMA
Networks under Non-Ideal System Imperfections

Chandan Kumar Singh, Student Member, IEEE, Prabhat Kumar Upadhyay, Senior Member, IEEE, and
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Abstract—In this paper, we investigate the effectiveness of
an overlay cognitive radio (OCR) coupled with non-orthogonal
multiple access (NOMA) system using a full-duplex (FD) cooper-
ative spectrum access with a maximal ratio combining (MRC)
scheme under the various non-ideal system imperfections. In
view of practical realization, we ponder the impact of loop
self-interference, transceiver hardware impairments, imperfect
successive interference cancellation, and channel estimation errors
on the system performance. We investigate the performance of
the proposed system by obtaining closed-form expressions for
outage probability and ergodic rate for primary as well as
secondary users using Nakagami-m fading channels. As a result,
we reveal some notable ceiling effects and present efficacious
power allocation strategy for cooperative spectrum access. We
further evaluate the system throughput and ergodic sum-rate
(ESR) to assess the system’s overall performance. Our findings
manifest that the FD-based OCR-NOMA can comply with the
non-ideal system imperfections and outperform the competing
half-duplex (HD) and orthogonal multiple access (OMA) coun-
terparts. Due to the massive complexity of the suggested system
model, direct derivation of the closed-form formula for the ESR
becomes cumbersome. To address this problem, we develop a deep
neural network (DNN) framework for ESR prediction in real-time
situations.

Index Terms—Cognitive radio (CR), deep learning (DL), deep
neural network (DNN), full-duplex (FD), hardware impairments
(HIs), non-orthogonal multiple access (NOMA), overlay system.

I. INTRODUCTION

IN recent decades, the demand for high data rates has
exploded. This significant increase in mobile data traffic

should be matched by an increase in network spectral ef-
ficiency (SE) [1]. Non-orthogonal multiple access (NOMA)
has emerged as the most promising technique to achieve
this goal. It has been identified as a viable multiple access
contender for next-generation communication systems because
of its demonstrable superiority in enhancing SE and connection
density with numerous users serviced on the same physical
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resource [2]. It serves multiple users by superimposing their
signals in power domain over the same time/frequency re-
source at the transmitter side and detecting them through the
process of successive interference cancellation (SIC) at the
receiver side. As such, NOMA can enhance spectral and energy
efficiencies and also provide huge connectivity and minimal
transmission latency when compared to traditional orthogonal
multiple access (OMA) [3]. However, NOMA methodologies
may provide lower reliability of the network than traditional
OMA methodologies due to interference from power-domain
multiplexing.

Alternatively, the cognitive radio (CR) approach was devel-
oped to deal with the fast growing number of mobile appli-
cations under the limited spectrum resources [4]. Unlicensed
secondary user (SU) can access spectrum that is only available
to licensed primary user (PU) via the CR method, without
interfering with the primary network [5]. CR may significantly
improve the SE of wireless networks using three spectrum
access paradigms: underlay, overlay, and interweave. The SU
uses the interweave technique to strategically access licensed
spectrum while depending on spectrum sensing [6] to detect
PU activity. On the other hand, as long as the PU’s quality-
of-service (QoS) criterion is met, the overlay and underlay CR
models allow PU and SU data to be transmitted in the same
frequency band at the same time. With an underlay technique
[7], SU can transfer data to its destination, subject to the
interference temperature constraint imposed by the PU receiver.
In contrast, in an overlay paradigm, the SU priorities aid the
communication of PU by cooperating on a relay in exchange
for access to the licensed spectrum of the PU [8].

A. Literature Review

In literature, the cognitive radio NOMA (CR-NOMA) refers
to integrating NOMA into CR networks. It has proven to
be a credible approach for enhancing the SE and reliability
performance [9]. Till now, several studies have looked into CR-
NOMA systems employing the underlay and overlay models.
The outage probability (OP) performance and ergodic sum-rate
(ESR) measurements of underlay CR-NOMA system utilizing
decode-and-forward (DF) relaying protocols were investigated
in [10], [11]. Unlike the underlay CR-NOMA model, an over-
lay CR-NOMA (OCR-NOMA) model employs a secondary
transmitter (ST) as a PU relay, allowing it to communicate
with the secondary receiver (SR) using the NOMA principle
[12]. It is worth noting that in the OCR-NOMA system, the



2

interference thermal barrier between the ST and the primary
receiver (PR) could be removed, and additionally, PU’s OP
performance can be increased by utilizing the ST’s relay
cooperation diversity advantage [13]. However, because of
the additional time resources required in a half-duplex (HD)
relay cooperation mode, the OP performance enhancement
in the aforementioned works comes at the cost of spectrum
efficiency degradation [14]. Cooperative NOMA can improve
performance benefits for remote users, but it also increases the
system’s bandwidth expenses. Adopting full-duplex (FD) relay
technology is one viable option to get around this problem. Due
to the fact that FD relays simultaneously receive and transmit
data in the same frequency range, they have drawn a lot of
attention from researchers who are working to develop more
spectrally efficient systems. The NOMA system’s throughput
and outage performance were examined using FD cooperative
relaying with a base energy harvesting in [15]. As reported in
[16], FD cooperative spectrum sharing with NOMA support
can be achieved by using the secondary receiver to assist
the primary network in relaying information to the cell-edge
primary user. A FD relay can be utilized to double the SE
and improve the throughput of OCR-NOMA networks by al-
lowing simultaneous transmission and reception over the same
frequency channel [17]. The FD systems, on the other hand,
suffer from residual loop self-interference (LI), which is caused
by the FD transmitter towards its receiver. Although the LI can
be reduced by using digital/analog cancellation and antenna
design techniques [18], [19], but because of inadequate self-
interference cancellation during decoding the intended signal,
it still resides in the FD receiver. One intriguing technology
for the future sixth-generation (6G) communication network
is intelligent reflecting surface (IRS), which has the potential
to intelligently increase the sum throughput of Internet-of-
Things (IoT). Authors in [20] examined an IRS wireless-
powered NOMA IoT network, where numerous NOMA IoT
devices can connect with an access point (AP) using IRS.
The performance of NOMA networks supporting ultra-reliable
low-latency communications has been examined in [21] using
the simultaneously transmitting and reflecting reconfigurable
intelligent surface (STAR-RIS) technology.

Deep learning (DL) techniques have recently been identified
as effective tools for addressing a variety of practical issues in
current wireless communication networks, such as congestion
control, resource allocation, and queue management [22]. A
deep neural network (DNN) was exploited in [23] for wireless
powered CR-NOMA-based IoT relay networks to enhance
the productivity of a cell-edge user under perfect SIC (P-
SIC) and imperfect SIC (I-SIC). In [24], DNN was built to
solve classification and regression problems in cognitive two-
way relaying networks for relay selection. G. Gui et al. [25]
examined a DNN integrated into a NOMA system, and its
great performance in terms of channel encoding, decoding, and
detection has been confirmed.

B. Research Gap and Contributions

Despite the fact that there is significant participation in
FD/HD CR-NOMA relaying transmission, it is still uncertain
if such systems can achieve higher SE than primary direct link

transmission (PDLT), particularly when mutual interference
and QoS limitations are present. The performance of an FD-
based OCR-NOMA system with PDLT using maximal ratio
combining (MRC) at both primary and secondary users have
yet to be studied theoretically. Furthermore, the adoption of
FD relaying can improve the CR-NOMA system’s SE, the exis-
tence of LI lowers the effective signal-to-interference plus noise
ratio (SINR), forcing a trade-off between SE gain and sys-
tem performance loss. In addition, due to in-quadrature-phase
(I/Q) imbalances, amplifier non-linearities, and phase noises,
radio-frequency (RF) transceivers are affected with hardware
impairments (HIs) [26], [27]. Though various compensatory
algorithms can reduce HIs, some residual impairments will
always be present in practice [28]. Moreover, most of the
preceding works presuppose perfect channel state information
(CSI) at the receiver, which is too unrealistic for a practical
system. In fact, receivers do not have access to precise CSI
information, resulting in channel estimation errors (CEEs)
which pose a substantial negative impact on the system’s
performance [29], [30]. It is worth noting that residual HIs
and CEEs, as well as I-SIC [31], [32] in NOMA, may limit
the capacity of the FD-based CR-NOMA system. Despite the
fact that authors in [8], [12] looked at an HD-based NOMA
in overlay spectrum sharing networks, they have, however,
assumed ideal conditions such as P-SIC and perfect hardware
in equipment, and without using a PDLT-link, examined the
performance over simple Rayleigh fading channels. Whereas,
in [7] and [33], authors worked on underlay spectrum sharing
networks and considered the impact of I-SIC, but they assumed
perfect hardware cases and do not exploit the PDLT-link,
while assessing the results using Rayleigh and Nakagami-m
fading channels, respectively. Authors in [30] considered the
impact of CEEs on underlay spectrum sharing networks, but
assumed a P-SIC and considered an HD relaying. To the best
of the authors’ knowledge, no previous research has examined
the performance of FD-based OCR-NOMA systems under the
joint impacts of non-ideal system imperfections such as I-
SIC, CEEs, and HIs. It is worth mentioning that this type of
analysis is necessary to understand the impact of non-ideal
system imperfections on the practical design of CR-NOMA
networks in order to create more sustainable and spectral-
efficient wireless networks.

In light of the foregoing discussion, we propose an FD-
based OCR-NOMA system with PDLT using MRC at both
primary and secondary users for futuristic wireless communi-
cation networks. We consider the effects of non-ideal system
imperfections such as LI in FD operation, I-SIC, CEEs, and
HIs in the OCR-NOMA system for practical applications in 5G
and beyond 5G contexts. It is probable that due to the degree
of high complexity and variability of future wireless network
service requirements such as OCR-NOMA. Traditional model-
based approaches, i.e., through taking closed-form expressions,
are no longer sufficient for deployment, network resource man-
agement, and operation. It is worth noting that with the advent
of data-driven methods for evaluating system performance,
such as DL modeling, precise and effective performance anal-
ysis is now possible without the need for the mathematical
derivations that model-based methods require. Additionally,
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data-driven approaches can be used to provide real-time setups,
which is in line with the tendencies of future wireless systems.
The limitation of the model-based approaches can therefore be
overcome by the DL model for system metric evaluation. The
following are the main contributions of the paper:
• We propose a cooperative spectrum access transmission

(CSAT) approach for OCR-NOMA system that employs
an FD-based DF relaying strategy in combination with
PDLT. The PDLT alone scheme is also discussed as a
benchmark for comparing the FD-based CSAT scheme
performance for the OCR-NOMA system. In addition, we
compare the performance of FD-based CSAT scheme to
its HD and OMA counterparts to explore the physical
layer design aspects.

• For the FD-based CSAT scheme across the Nakagami-m
fading scenarios, we investigate the accurate and asymp-
totic OP performance and ergodic rate of the primary
and secondary networks under non-ideal system imper-
fections. We further evaluate the system throughput and
ESR to assess the overall performance of the FD OCR-
NOMA system.

• We show how significant ceiling effects like the FD relay
ceiling (FRC), secondary network ceiling (SNC), and
entire system ceiling (ESC) affect the performance of the
FD OCR-NOMA system. We also give an overview of
the OCR-NOMA power allocation factor, which can be
used to construct a future wireless network based on the
FD OCR-NOMA model. Our findings show that the FD-
based CSAT scheme can adjust for the effects of HIs and
outperforms the competing HD and OMA-based CSAT
schemes in the low signal-to-noise ratio (SNR) region.

• Because of their complex derivations, most earlier studies
have not looked into the ESR for FD OCR-NOMA
systems. This poses a significant barrier to the model-
based method; and hence, we develop DNN model as
a novel data-driven alternative for ESR prediction with
high accuracy and low latency, with the goal of achieving
practical real-time OCR-NOMA network configurations.
In terms of anticipating the performance of complex net-
work situations, the execution time and root-mean-square
error (RMSE) are the major parameters for assessing the
efficiency and accuracy of our design approach.

C. Organization
The remaining sections of this paper can be organized as

follows. The system, channel and signal models for the OCR-
NOMA using CSAT scheme are illustrated in Section II. In
Section III, we present the OP performance analysis of primary
network using an FD-based CSAT scheme and a PDLT alone
scheme. Section IV examines the OP performance of the
secondary network and overall system throughput. In Section
V, we examine the ergodic rate and ESR performance of the
system. The DNN framework design is presented in Section
VI. In Section VII, the numerical and simulation findings are
presented. Finally, Section VIII brings the conclusion of the
work. Furthermore, proofs of useful theorems are consigned to
the appendices.

Mathematical Functions and Notations: The cumulative
distribution function (CDF) and probability density function
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Fig. 1: FD-based OCR-NOMA system model.

(PDF) of a random variable X are represented by FX(·)
and fX(·), respectively. A complex Gaussian distribution with
mean zero and variance σ2 is denoted as CN (0, σ2). Ex-
pectation is denoted by E[·], and probability is denoted by
Pr[·].

(
p
q

)
represents the binomial coefficient. Furthermore,

Kv(·) is the second-kind modified Bessel function [34, eq.
8.432.6], whereas Γ(·) and Υ(·, ·) are the complete and lower
incomplete Gamma functions, respectively, as provided in [34,
eqs. (8.310.1) and (8.350.1)].

II. SYSTEM DESCRIPTION AND CSAT SCHEME

This section describes the proposed OCR-NOMA system us-
ing CSAT scheme under the relevant channel model, followed
by the SINR expressions at the receiving nodes.

A. System Model

As shown in Fig. 1, we consider an FD-based CSAT scheme
for the OCR-NOMA system, wherein a primary network
having a source (S)–user (U1) pair coexists with a secondary
network having source (R)–user (U2) pair. Despite the fact
that between the primary source S and its user U1, a direct
transmission (DT) link exists, S takes advantage of diversity by
using a CSAT link with the help of node R. The node R serves
as a cooperative DF relay for transmission of primary source’s
data to user U1, and in exchange, it receives primary spectrum
access for its own data transfer to user U2. Based upon the
OCR-NOMA principle, R splits available power to transmit
simultaneously primary source’s data to user U1 and its own
data to user U2. Additionally, R uses two distinct antennas to
work on FD mode [35], and thereby, it can simultaneously
transmit and receive signals. Whereas, all other nodes are
assumed to be equipped with single antenna1 to work on
HD mode [14]. Despite the fact that several approaches for
minimizing LI effects in FD systems have been developed [19],
LI will continue to affect the relay node, which is proportionate
to the transmit power used at the FD relay node [17]. Other
than this, devices are affected by HIs due to the use of

1Sensors or other devices in future enormous machine-type communication
networks are typically supplied with a single antenna for applications that
merge IoT with cellular networks.
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less expensive components at the RF transceiver section, and
hence transceivers are affected by the distortion noises. We
also assume that the additive white Gaussian noise (AWGN),
modelled as CN (0, σ2), makes an impact on each receiving
node.

B. Channel Model

We assume that each channel has block fading, which means
that it stays constant during the current block transmission but
it may change in the next. The channel coefficients for the
particular channels S → U1, S → R, S → U2, R → R,
R→ U1, and R→ U2 are represented by hsu1

, hsr, hsu2
, hrr,

hru1
, and hru2

, respectively. We further assume that the chan-
nel coefficients hij are distributed according to independent
Nakagami-m fading2, where i ∈ {s, r}, j ∈ {u1, r, u2}, and
i 6= j. As a result, the channel gain |hij |2 follows a gamma
distribution with the respective CDF and PDF as

F|hij |2(v) =
1

Γ(mij)
Υ

(
mij ,

mij
Ωij

v

)
, (1)

and
f|hij |2(v) =

(
mij
Ωij

)mij 1

Γ(mij)
vmij−1 e

−
mij
Ωij

v
, (2)

with mij representing fading severity parameter and Ωij rep-
resenting average fading power. We also assume that the LI
fading channel coefficient hrr follows Nakagami-m distribution
[29] with average LI power E[|hrr|2] = krΩrr, where kr
(0 ≤ kr ≤ 1) represents the level of LI cancellation, i.e.,
kr = 0 indicates that LI is absent in the system. We exploit
the linear minimum mean square error (LMMSE) channel
estimation model. Under CEEs [29], hij = ĥij + eij , where
i ∈ {s, r}, j ∈ {u1, u2}, and i 6= j, and ĥij and eij
represent the estimated channel coefficient and estimation error,
respectively. Hereby, ĥij follows the Nakagami-m distribution
with fading severity parameter m̂ij and average fading power
E[|ĥij |2] = Ω̂ij . Further, the estimation error eij follows
CN (0, ε2ij) [29]. Assuming |ĥij |2 and |eij |2 are mutually in-
dependent and orthogonal, E[|ĥij |2] = E[|hij |2]−E[|eij |2]. As
we know that E[|hij |2] = Ωij , therefore E[|ĥij |2] = Ωij − ε2ij .

C. Signal Model

The primary source S transmits its unit-power signal xs(t)
to U1 which is also reached to R and U2. As a result, the
received signals through DT links at the end users U1 and U2

can be expressed at time t as
ysj(t)= (ĥsj+ esj)

(√
Ps xs(t)+ nsj(t)

)
+ ψsj(t), (3)

where j ∈ {u1, u2}, Ps is the transmit power at S, nsj(t) ∼
CN (0, θ2

sj Ps) represents the distortion noise from aggre-
gated transceiver impairments at jth node, and ψsj(t) is the
AWGN. Herein, θsj represents the aggregated level of HIs at
transceivers [30] such that θsj =

√
θ2
ts + θ2

rsj , where θts and
θrsj being the level of HIs at transmit and receive processing,

2The Nakagami-m fading model is a generalised model that encompasses
a number of fading scenarios for terrestrial wireless channels, including the
well-known Rayleigh fading as a special case (with m = 1) [14]. Furthermore,
Nakagami-m fading is more accurate than Rayleigh fading in terms of matching
experimentally collected measurement data.

respectively, which can be quantified as an error vector magni-
tudes (EVMs)3 by experiment. Therefore, the resultant signal-
to-noise-and-distortion ratio (SNDR) at jth node, j ∈ {u1, u2},
through the DT-link can be obtained as

γDT
sj =

∆s |ĥsj |2

∆s |ĥsj |2θ2
sj + φsj

, (4)

where ∆s = Ps
σ2 be the transmit SNR and φsj = ∆s ε

2
sj (1 +

θ2
sj)+1. While, as R operates in FD mode, the LI signal causes

residual interference. Hence, the received signal at R is given
as

ysr(t) =
(
ĥsr + esr

)(√
Ps xs(t) + nsr(t)

)
+ hrr

(
zDF
r (t− τ) + nrr(t− τ)

)︸ ︷︷ ︸
Loop self-interference term

+ ψsr(t), (5)

where zDF
r (t − τ) is the LI signal with E[|zDF

r (t − τ)|2] = Pr,
Pr be the transmit power at R, nsr(t) ∼ CN (0, θ2

sr Ps) and
nrr(t − τ) ∼ CN (0, θ2

rr Pr) represent the distortion noises
from aggregated transceiver impairments at the relay, where
θsr and θrr being the aggregated level of HIs at transceivers,
τ denotes the processing delay, and ψsr(t) is the AWGN. Here,
we have θsr =

√
θ2
ts + θ2

rsr and θrr =
√
θ2
tr + θ2

rrr, with θts
or θtr and θrsr or θrrr denoting the transmitter and receiver
HIs levels, respectively. Thus, the SNDR at R via the DT-link
can be given as

γDT
sr =

∆s |ĥsr|2

∆s |ĥsr|2θ2
sr + ∆r|hrr|2(1 + θ2

rr) + φsr
, (6)

where ∆r = Pr
σ2 and φsr = ∆s ε

2
sr (1 + θ2

sr) + 1.
As the node R facilitates DF-based relaying cooperation, it

executes the decoding of the source signal xs(t). If decoding
is successful, the relay merges the decoded signal xs(t) with
its own signal xr(t) using NOMA principle to transmit a
superimposed signal zDF

r (t) =
√
δ1 Pr xs(t) +

√
δ2 Pr xr(t),

where the factors δ1 and δ2 signify the power allocation
parameters such that

∑2
j=1 δj = 1. Considering the typical

scenario under overlay spectrum sharing (IoT or D2D-based
secondary networks), it is assumed that, the distance between
R and U1 is greater than the distance between R and U2, i.e.,
dru1

≥ dru2
. Moreover, in anticipation to the higher priority

of PU, we consider δ1 > δ2, i.e., a greater power is allocated
to primary communication than secondary communication [7],
[29]. As such, the relay’s transmit power allocation for U2 will
be dependent on satisfying the QoS constraint at U1 in terms
of OP, as discussed later in Section III-D. The acquired signals
at U1 and U2 from R can be given by

yDF
rj (t) = (ĥrj + erj)

(
zDF
r (t) + nrj(t)

)
+ ψrj(t), (7)

where j ∈ {u1, u2}, nrj(t) ∼ CN (0, θ2
rj Pr) represents the

distortion noise from aggregated transceiver impairments, and
ψrj(t) is the AWGN. Herein, θrj =

√
θ2
tr + θ2

rrj is the aggre-
gated level of HIs at transceivers, with θtr be the HIs at transmit
and θrrj be the HIs at receive processing. Consequently, the
SNDR at U1 can be expressed via the relay link as

3The ratio of the average distortion magnitude to the average signal
magnitude is the EVM, which is a typical quality measure of RF transceivers.
The more precise and costlier transceiver hardware is represented by the
smaller EVMs [36], [37].
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γDF
ru1

=
δ1 ∆r |ĥru1

|2

∆r λp |ĥru1
|2 + φru1

, (8)

where λp = δ2+θ2
ru1

and φru1
= ∆r ε

2
ru1

(1+θ2
ru1

)+1. As the
signals from S and R have some time delay, U1 is considered
to be capable of fully resolving these signals, so that they can
be properly co-phased and merged using the MRC [38]. As a
result, the SNDR after MRC at node U1 can be expressed as
γMRC
u1

= γDT
su1

+ γDF
ru1

.
On the other hand, the U2 carries out SIC according to

the NOMA principle. For this, U2 first decodes the primary
source’s signal while treating the relay’s signal as a noise.
Thus, the resultant SNDR expression at U2 to decode xs(t)
can be expressed as

γDF
ru2,xs =

δ1 ∆r |ĥru2
|2

∆r λs |ĥru2
|2 + φru2

, (9)

where λs = δ2+θ2
ru2

and φru2
= ∆r ε

2
ru2

(1+θ2
ru2

)+1. Noting
that xs(t) has also been received at U2 from source S, the U2

employs MRC to combine the primary signals received through
DT and relay links. Therefore, we have γMRC

u2
= γDT

su2
+γDF

ru2,xs .
Afterwards, U2 decodes its own signal xr(t) by removing xs(t)
from yDF

ru2
(t). Thereby, the SNDR at U2 is given as

γDF
ru2

=
δ2 ∆r |ĥru2

|2

∆r |ĥru2
|2 θ2

ru2
+ δ1 ∆r |hu2

|2 + φru2

, (10)

where hu2
is the residual interference signal (IS) [39] channel

coefficient at U2 and is subject to Nakagami-m fading with
fading severity mu2

and average power E[|hu2
|2] = k2Ωu2

.
Herein, k2 (0 ≤ k2 ≤ 1) accounts for the level of residual IS
due to I-SIC, i.e., k2 = 0 implies the case of P-SIC.

On the contrary, if the relay is unable to decode xs(t), then
the relay will be in a silent state. In this case, U1 receives xs(t)
only from the source S through the DT-link.

III. PERFORMANCE ANALYSIS OF PRIMARY NETWORK

In this section, we analyze the accurate and asymptotic
OP performance of the primary network employing CSAT
scheme and compare its performance with a baseline PDLT
alone scheme. Eventually, we uncover significant ceiling effects
relating to the HIs and examine the NOMA-based CSAT power
allocation policy.

A. Accurate OP Analysis:

Primary network’s OP can be deduced for a target rate rpth as
PCSAT

Pri (rpth ) = Pr
[
γDT
sr ≥ τp,

(
γDT
su1

+ γDF
ru1

)
< τp

]
+ Pr

[
γDT
sr < τp, γ

DT
su1

< τp
]
, (11)

where τp = 2r
p
th − 1. In (11), the first term represents the

probability that R can decode xs successfully, while U1 fails
to decode xs via MRC between the DT and relay links; and
the second term denotes the probability that neither R nor U1

can decode xs. We can further evaluate (11) as
PCSAT

Pri (rpth ) =
(
1− FγDT

sr
(τp)

)
Pr
[ (
γDT
su1

+ γDF
ru1

)
< τp

]︸ ︷︷ ︸
Pu1

+ FγDT
sr

(τp)FγDT
su1

(τp). (12)

To proceed, we first obtain the CDF FγDT
su1

(τp) using (4) as

FγDT
su1

(τp)=

{
F|ĥsu1

|2

(
φsu1τp

∆s(1−θ2
su1

τp)

)
, if τp < 1

θ2
su1

,

1, if τp ≥ 1
θ2
su1

.
(13)

To assess (12), we first compute the expression of FγDT
sr

(τp)
with the help of following theorem.

Theorem 1: The CDFFγDT
sr

(τp) for CSAT scheme is given by

FγDT
sr

(τp) =

{
Ψ1(τp), if τp < 1

θ2
sr
,

1, if τp ≥ 1
θ2
sr
,

(14)

with
Ψ1(τp) = 1−

msr−1∑
a=0

a∑
b=0

1

a!

(
msrτp

Ω̂sr∆sϑ

)a
1

Γ(mrr)

×
(

mrr
Ωrr∆r

)mrr(a
b

)(
φsr
)a−b(

1+ θ2
rr

)b
(b+ mrr− 1)!

×
(

msrτp(1 + θ2
rr)

Ω̂sr∆sϑ
+

mrr
Ωrr∆r

)−(b+mrr)

e
−
(

msrφsrτp
Ω̂sr∆sϑ

)
, (15)

where ϑ = 1− θ2
sr τp.

Proof: See Appendix A.
Next, the evaluation of Pu1

in (12) can be carried out as

Pu1
=

∫ τp

0

∫ τp−y

0

fγDF
ru1

(x) fγDT
su1

(y) dx dy, (16)

=

∫ τp

0

FγDF
ru1

(τp − y)fγDT
su1

(y) dy. (17)

The computation of (17) requires the CDF FγDF
ru1

(·) which can
be deduced using (8) as

FγDF
ru1

(τp) =

{
F|ĥru1

|2

(
φru1

τp
∆r(δ1−λpτp)

)
, if τp < δ1

λp
,

1, if τp ≥ δ1
λp
.

(18)

Furthermore, it is realised that a closed-form solution for Pu1

would be intractable by employing the FγDF
ru1

(·) expression
from (18) and putting the PDF expression of γDT

su1
into (17).

As a result, for the convoluted integral sector in (16), we use
an H-stairways conjecture [40] to simplify Pu1

as

Pu1
≈
H−1∑
i=0

{
FγDT

su1

( i+ 1

H
τp

)
− FγDT

su1

( i
H
τp

)}
× FγDF

ru1

(H − i
H

τp

)
. (19)

Finally, on inserting the CDF expressions from (13) and (18)
into (19) and the result along with (13) and (14) into (12),
PCSAT

Pri (rpth ) can be evaluated.
We also consider a baseline PDLT alone scheme that facili-

tates primary communication between S and U1 through a DT
link only i.e., no involvement of cooperative spectrum sharing
through secondary node R. For this PDLT alone scheme, the
OP is formulated as PDT

Pri (r
p
th ) = Pr

[
log2

(
1 + γDT

su1

)
< rpth

]
=

Pr
[
γDT
su1

< τ DT
p

]
= FγDT

su1

(τ DT
p ), where τ DT

p = 2r
p
th − 1 is the

predefined SNDR threshold for DT-link. One can evaluate this
OP readily using (13).

B. Asymptotic OP Analysis

We obtain an asymptotic OP expression in (12) for high SNR
(∆s,∆r →∞) to reveal the diversity order. First, making use
of the fact that the lower incomplete gamma function Υ(m, z)
[34, eq. 8.354.1] can be approximated as
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Υ(m, z) =

∞∑
a=0

(−1)a zm+a

a! (m + a)
≈
z→0

(
zm

m

)
, (20)

we can modify CDF from (1), at high SNR, as

F|hij |2(x) ≈ 1

Γ(mij + 1)

(
mij
Ωij

x

)mij

. (21)

Therefore, the asymptotic OP for the PDLT scheme can be
deduced as
PDT, asy(∞)

Pri (rpth ) = F asy(∞)

γDT
su1

(τ DT
p )

=
1

Γ(msu1
+ 1)

(
msu1

Ω̂su1

)msu1
(

τ DT
p φsu1

∆s(1− θ2
su1
τ DT
p )

)msu1

. (22)

We can further evaluate the asymptotic OP for the CSAT
scheme for primary network as
PCSAT, asy(∞)

Pri (rpth ) =
(
1− F asy(∞)

γDT
sr

(τp)
)
Pr
[ (
γDT
su1

+ γDF
ru1

)
< τp

]︸ ︷︷ ︸
P asy(∞)
u1

+ F asy(∞)

γDT
sr

(τp) F
asy(∞)

γDT
su1

(τp). (23)

For the computation of (23), we calculate the asymptotic
expressions of the involved CDFs and probability term as
follows.

Lemma 1: The CDF F asy(∞)

γDT
sr

(τp) for FD-based CSAT scheme
can be expressed under Nakagami-m fading as

F asy(∞)

γDT
sr

(τp) =

msr∑
a=0

1

Γ(msr + 1)

(
msr
Ω̂sr

)msr ( τp
∆sϑ

)msr(msr
a

)
×
(
∆r(1 + θ2

rr)
)a (

φsr
)(msr−a) 1

Γ(mrr)

×
(

mrr
Ωrr

)mrr

(mrr − 1 + a)!

(
mrr
Ωrr

)−(mrr+a)

, (24)

for τp < 1
θ2
sr

.
Proof: First, the related PDF expressions are inserted in

(76), and the integral expression is then simplified using [34,
eq. 3.351.1] and [34, eq. 1.111] while using series expansion of
Υ(m, z) as given in (20). Lastly, solving the involved integral in
(76) using (20), we obtain the desired expression of F asy(∞)

γDT
sr

(τp)
as in (24).
Similar to condition like (18), the CDF F asy(∞)

γDF
ru1

(τp) can be
calculated as
F asy(∞)

γDF
ru1

(τp) =
1

Γ(mru1
+ 1)

(
mru1

Ω̂ru1

)mru1
(

τpφru1

∆r(δ1 − λpτp)

)mru1

,

(25)

for τp < δ1
λp

. Next, the evaluation of P asy(∞)
u1

in (23) can be
carried out similar to condition like (19) as

P asy(∞)
u1

≈
H−1∑
i=0

{
F asy(∞)

γDT
su1

( i+ 1

H
τp

)
− F asy(∞)

γDT
su1

( i
H
τp

)}
× F asy(∞)

γDF
ru1

(H − i
H

τp

)
. (26)

Finally, on inserting the CDF expressions from (22) and (25)
into (26) and the result along with (22) and (24) into (23),
PCSAT, asy(∞)

Pri (rpth ) can be evaluated. Thus, on applying [38] dDT
Pri =

− lim
∆→∞

log(PDT, asy(∞)
Pri (∆))

log(∆) and dCSAT
Pri = − lim

∆→∞
log(PCSAT, asy(∞)

Pri (∆))

log(∆)

with ∆ , ∆s = ∆r, the primary network’s diversity orders
for PDLT and CSAT schemes are dDT

Pri = 0 and dCSAT
Pri = 0,

respectively. This is attributed to the impact of the non-ideal
system imperfections. Hereby, we infer that error floors would
result for the pertinent OP curves in the high SNR regime.

C. Ceiling Effects in Primary Network

The primary network of the proposed OCR-NOMA system
suffers from two types of ceiling effects known as FRC and
ESC that arise due to undesired constraints placed on τp under
the HIs. When the relay cooperation in the FD OCR-NOMA
system goes into outage due to undesirable limits imposed
on the threshold τp, the FRC effect arises. From (14), it can
be seen that, for τp ≥ 1

θ2
sr

, then the CDF FγDT
sr

(τp) reaches
unity. Also from (18), we can see that, for τp ≥ δ1

λp
, the

CDF FγDF
ru1

(τp) attains unity. As a result, the relay cooperation
comes to a standstill. Consequently, the primary network’s OP
performance relies solely on the DT link. Further, from (13),
when the τp reaches 1

θ2
su1

, the DT link also goes into outage,
and it is referred to as the ESC effect. For an acceptable range
of system parameters, especially power allocation parameter
δ1, δ1

λp
is always less than 1

θ2
sr

or 1
θ2
su1

. It shows FRC occurs
before the ESC.

D. NOMA-based CSAT Power Allocation Policy

In order to maintain the QoS for the primary network, we
must choose a practical value for the NOMA-based CSAT
power allocation parameter δ1. As revealed in the previous
subsection, we can fetch an allowable range of δ1 for a
predetermined threshold τp as

τp(1+θ2
ru1

)

1+τp
< δ1 < 1 under

the proposed CSAT scheme. Furthermore, by satisfying the
criterion PCSAT

Pri (rpth ) ≤ PDT
Pri (r

p
th ), the effective value of δ1 for

overlay spectrum sharing may be determined for a given target
rate rpth . It is worth mentioning that a lower δ1 value can supply
more CSAT power to the secondary communication, resulting
in more significant spectrum access opportunities.

IV. PERFORMANCE ANALYSIS OF SECONDARY NETWORK

We conduct hereby accurate and asymptotic OP analysis of
the secondary network for the OCR-NOMA system under the
FD CSAT scheme by considering the two SIC scenarios i.e.,
P-SIC and I-SIC. It additionally embellishes the secondary net-
work’s ceiling effects, power optimization for users’ fairness,
followed by throughput of the overall FD OCR-NOMA system.

A. Accurate OP Analysis

The OP for the secondary network under FD-based CSAT
scheme can be expressed for a given target rate rsth as
PCSAT

Sec (rsth) = Pr
[
γDT
sr ≥ τp

](
1− Pr

[
γMRC
u2
≥ τp, γDF

ru2
≥ τs

]︸ ︷︷ ︸
Pu2

)
+ Pr

[
γDT
sr < τp

]
, (27)

where τs = 2 r
s
th − 1. The first term in (27) represents the

probability that U2 will fail to decode either xs or xr, even if
R successfully decodes xs; and the second term represents the
probability that R will fail to decode xs, causing U2 to remain
silent. Hereby, (27) can be further evaluated as
PCSAT

Sec (rsth) =
[
1− FγDT

sr
(τp)

](
1− Pu2

)
+ FγDT

sr
(τp). (28)

For the computation of (28), we require the expression for the
joint probability term Pu2

which is derived in the succeeding
subsections under I-SIC and P-SIC cases.
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1) I-SIC: For the case of I-SIC, we derive the expression
of Pu2

in the following theorem.
Theorem 2: The probability Pu2

in (28) can be evaluated as

Pu2
=

{
Pu21

× Pu22
, if τp > δ1

λs
,

Pu22
, if τp ≤ δ1

λs
,

(29)

with

Pu21
≈ 1−

H−1∑
i=0

{
FγDT

su2

( i+ 1

H
τp

)
− FγDT

su2

( i
H
τp

)}
× FγDF

ru2,xs

(H − i
H

τp

)
(30)

and

Pu22
=

{
A1(τs)− A2(τs), if τs < δ2

θ2
ru2

,

0, if τs ≥ δ2
θ2
ru2

,
(31)

where

A1(τs) = e
−
(

mru2T2
Ω̂ru2T1

) mru2−1∑
c=0

1

c!

(
mru2

T2

Ω̂ru2
T1

)c
(32)

and

A2(τs) =
1

Γ(mru2
)

(
mru2

Ω̂ru2

)mru2

e
−
(

mru2T2
Ω̂ru2T1

)

×
mu2−1∑

a=0

a∑
b=0

(
a

b

)
1

a!

(
T1

)b(− T2

)a−b( mu2

k2Ωu2

)a

×
b+mru2−1∑

d=0

(b+ mru2
− 1)!

d!

(
T2

T1

)d

×

(
mru2

Ω̂ru2

+
mu2
T1

k2Ωu2

)−(b+mru2−d)

, (33)

with T1 =
δ2−θ2

ru2
τs

δ1 τs
and T2 =

φru2

δ1 ∆r
.

Proof: See Appendix B.
The involved CDFs in (30) can be readily deduced as

FγDT
su2

(τp)=

{
F|ĥsu2

|2

(
φsu2τp

∆s(1−θ2
su2

τp)

)
, if τp < 1

θ2
su2

,

1, if τp ≥ 1
θ2
su2

,
(34)

FγDF
ru2,xs

(τp)=

{
F|ĥru2

|2

(
φru2

τp
∆r(δ1−λsτp)

)
, if τp < δ1

λs
,

1, if τp ≥ δ1
λs
.

(35)

On substituting the results from (29) and (14) into (28), one can
obtain the desired OP expression for the secondary network.

2) P-SIC: For this case, the OP of the secondary network
can be computed through Pu22

with setting k2 = 0 as

Pu22
=

{
A3(τs), if τs < δ2

θ2
ru2

,

0, if τs ≥ δ2
θ2
ru2

,
(36)

where

A3(τs) =

mru2−1∑
a=0

1

a!

(
mru2

Ω̂ru2

)a(
φru2

τs
∆r(δ2 − θ2

ru2
τs)

)a
× e
−
(

mru2
Ω̂ru2

φru2τs

∆r(δ2−θ2ru2
τs)

)
. (37)

Now, on inserting (36) into (29) and the result along with (14)
into (28), one can fetch the requisite OP expression.

B. Asymptotic OP Analysis
The asymptotic OP for secondary network can be calculated

as
PCSAT, asy(∞)

Sec (rsth) =
[
1− F asy(∞)

γDT
sr

(τp)
](

1− P asy(∞)
u2

)
+ F asy(∞)

γDT
sr

(τp).
(38)

The expression for the joint probability term P asy(∞)
u2

is required
for the computation of (38), which is derived in the succeeding
subsections under I-SIC and P-SIC cases.

1) I-SIC: For the case of I-SIC, we derive the expression
of P asy(∞)

u2
as

P asy(∞)
u2

=

{
P asy(∞)
u21

× P asy(∞)
u22

, if τp > δ1
λs
,

P asy(∞)
u22

, if τp ≤ δ1
λs
.

(39)

The probability term P asy(∞)
u21

in (39) can be calculated under
Nakagami-m fading as

P asy(∞)
u21

≈ 1−
H−1∑
i=0

{
F asy(∞)

γDT
su2

( i+ 1

H
τp

)
− F asy(∞)

γDT
su2

( i
H
τp

)}
× F asy(∞)

γDF
ru2,xs

(H − i
H

τp

)
. (40)

The involved CDFs in (40) can be readily deduced similar to
conditions like (34) and (35) as

F asy(∞)

γDT
su2

(τp) =
1

Γ(msu2
)

1

msu2

(
msu2

Ω̂su2

)msu2
(

τpφsu2

∆s(1− θ2
su2
τp)

)msu2

(41)
and
F asy(∞)

γDF
ru2,xs

(τp)=
1

Γ(mru2
)

1

mru2

(
mru2

Ω̂ru2

)mru2
(

τpφru2

∆r(δ1 − λsτp)

)mru2

,

(42)
and probability term P asy(∞)

u22
in (39) can be evaluated as

P asy(∞)
u22

=

mu2∑
a=0

1

Γ(mu2
)

1

mu2

(
mu2

Ωu2

)mu2
(

mu2

a

)
× (T1)

a (− T2

)(mu2
−a) 1

Γ(mru2
)

(
mru2

Ω̂ru2

)−a
×
[
Γ(mru2

+ a)− 1

(mru2
+ a)

(
mru2

T2

Ω̂ru2
T1

)(mru2
+a)]

.

(43)
On substituting the results from (39) and (24) into (38),
one can get the asymptotic OP expression for the secondary
network. Thus, on computing the diversity order dI-SIC

Sec =

− lim
∆→∞

log(PCSAT, asy(∞)
Sec (∆))

log(∆) , it implies that dI-SIC
Sec = 0 for the I-

SIC case.
2) P-SIC: In this case, the OP of the secondary network

can be deduced through P asy(∞)
u22

under the setting k2 = 0 as

P asy(∞)
u22

=

{
A4(τs), if τs < δ2

θ2
ru2

,

0, if τs ≥ δ2
θ2
ru2

,
(44)

where
A4(τs)=

1

Γ(mru2
)

[
Γ(mru2

)− 1

mru2

(
mru2

Ω̂ru2

)mru2 (
ξ
)mru2

]
,

(45)

with ξ =
τs φru2

∆r(δ2−θ2
ru2

τs)
. Thus, on inserting (44) into (39) and

the result along with (24) into (38), one can obtain the requisite
OP expression. Hereby, we examine the diversity order dP-SIC

Sec =

− lim
∆→∞

log(PCSAT, asy(∞)
Sec (∆))

log(∆) to illustrate that dP-SIC
Sec = 0. As a result,

the corresponding OP curves would attain error floors in the
high SNR region.
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Algorithm 1: Optimal power allocation coefficient δ∗1
Input: Initialize starting point δ1 = 0.51, step size

ε = 0.005, stopping threshold Sthre = 0.0001,
initial value δ∗1 ;

1 repeat
2 PCSAT

Pri is calculated using (23) with the provided δ1;
3 PCSAT

Sec is calculated using (38) with the provided δ1;
4 if PCSAT

Pri − PCSAT
Sec ≥ Sthre then

5 Assign: δ∗1 ← δ1;
6 else
7 break;
8 end
9 Assign: δ1 ← δ1 + ε;

10 until δ1 < 1;
Output: PCSAT∗

Pri (δ∗1) and PCSAT∗
Sec (δ∗2)

C. Ceiling Effects in Secondary Network

Because of the limitations placed on the threshold τs, the
SNC effect arises when node R is unable to transfer data to
its destination U2. This could be realized through (31) when
τs ≥ δ2

θ2
ru2

and from (14) when τp ≥ 1
θ2
sr

, or from (34) when

τp ≥ 1
θ2
su2

, the OP in (28) becomes unity, causing the secondary
communication into outage. However, for an acceptable range
of system parameters, especially power allocation parameter
δ2, δ2

θ2
ru2

will be less than 1
θ2
sr

or 1
θ2
su2

, and hence the SNDR

threshold for secondary communication is constrained by δ2
θ2
ru2

.

D. NOMA Power Optimization for Users’ Fairness

Taking into account the projected FD-based CSAT scheme
for OCR-NOMA system, each user’s OP can be expressed
as a function of the power allocation parameters provided by
PCSAT
j (δ1, δ2), where j ∈ {Pri, Sec}. We tackle the problem in

such a way that each user’s OP is minimized.

P : PCSAT ∗
j = min

δ1,δ2
PCSAT
j (δ1, δ2), (46)

s.t. (0 + %) ≤ δk ≤ (1− %), for % ≈ 0, (47)
δ1 + δ2 = 1, (48)

where k ∈ {1, 2}. At high SNR, the derivatives of PCSAT
Pri

in relation to δ1 derived from (23) and PCSAT
Sec with respect

to δ1 derived from (38) are ∂PCSAT
Pri
∂δ1

and ∂PCSAT
Sec
∂δ1

, respectively.
As a result, PCSAT

Pri and PCSAT
Sec are found to be decreasing

and increasing functions of δ1, respectively. In this situation,
solving PCSAT

Sec = PCSAT
Pri will yield the optimal δ∗1 for attaining

PCSAT ∗
j . The problem P can be simplified as follows:

P̄ : min
δ1

(PCSAT
Pri − PCSAT

Sec ), (49)

s.t.
(
τp(1 + θ2

ru1
)

1 + τp
+ %

)
≤ δ1 ≤ (1− %) . (50)

It is hard to directly determine the exact closed-form solution
for PCSAT ∗

j because both PCSAT
Pri and PCSAT

Sec still retain the sum
of many fraction terms at high SNR region. Therefore, in
Algorithm 1, we offer a simple search strategy for finding
the optimal δ∗1 with high accuracy Sthre.

E. System Throughput

The system throughput refers to the average SE for the
proposed FD OCR-NOMA system. It can be calculated as the
sum of the target rates of primary and secondary networks that
can be accomplished reliably as

SCSAT
T =

[(
1− PCSAT

Pri (rpth )
)
rpth +

(
1− PCSAT

Sec (rsth)
)
rsth

]
. (51)

Letting rpth = rsth = R in (51), we get 2R as the maximum
achievable system throughput which could be achievable under
ideal system conditions, when the OP goes to zero.

V. ERGODIC RATE

The ergodic rate is a helpful indicator for evaluating per-
formance when user rates are affected by the channel pa-
rameters. In a delay-tolerant transmission mode, the ergodic
rate is defined as the opportunistic selection of target data
transmission rates for users. By being constructed arbitrarily
long, the codeword can span all the fading levels if needed.
As a result, the ergodic rate calculation assumes that signals
have been effectively decoded [38]. We describe and derive
the analytical expressions for the ergodic rate for each of the
users as well as the ESR for the overall system in this section.
In addition, we investigate the ergodic rate at a high SNR,
and thereby calculating the achievable slope analysis for the
respective cases.
A. Ergodic Rate of U1

Depending on the possibility that the signal xs should be
detected at R through a direct link, at U1 by direct and relaying
links, and at U2 due to the SIC process [41], the ergodic rate
at U1 can be calculated as

Re,U1
= E[log2(1 + min{γDT

sr, γ
MRC
u1
, γMRC

u2
})]. (52)

By defining X , min{γDT
sr, γ

MRC
u1
, γMRC

u2
}, we can evaluate (52)

as
Re,U1

= E[log2(1 +X)]

=

∫ ∞
0

log2(1 + x) fX(x) dx

=
1

ln 2

∫ ∞
0

1− FX(x)

1 + x
dx, (53)

where FX(x) is the CDF of X . We derive the expression of
Re,U1

in the following theorem.
Theorem 3: The ergodic rate Re,U1

for FD-based CSAT
scheme in OCR-NOMA system under Nakagami-m fading can
be given by

Re,U1
=

1

ln 2

π

N

N∑
n=1

(
B1 × B2 × B3

) 1

1− Φn

√
1 + Φ2

n,

(54)

with B1, B2 and B3 are given by
B1 = 1− FγDT

sr
(x), (55)

B2 = 1−
H−1∑
i=0

{
FγDT

su1

( i+ 1

H
τp

)
− FγDT

su1

( i
H
τp

)}
× FγDF

ru1

(H − i
H

τp

)
, (56)
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B3 = 1−
H−1∑
i=0

{
FγDT

su2

( i+ 1

H
τp

)
− FγDT

su2

( i
H
τp

)}
× FγDF

ru2,xs

(H − i
H

τp

)
, (57)

where Φn = cos
( (2n−1)π

2N

)
and N is a parameter to ensure a

complexity-accuracy trade-off.
Proof: See Appendix C.

Finally, the requisite ergodic rate of U1, i.e., Re,U1
, can be

calculated by putting the CDF expressions from (13), (14),
(18), (34) and (35) into (55)-(57) and the results into (54).

B. Ergodic Rate of U2

On the condition that the signal xr from relaying link can
be detected at node U2 due to the SIC process [41], the ergodic
rate at U2 can be calculated as

Re,U2
= E[log2(1 + γDF

ru2
)]

=
1

ln 2

∫ ∞
0

1− FγDF
ru2

(x)

1 + x
dx. (58)

For the computation of (58), we further proceed with the
derivation of the expressions for the ergodic rate at U2 under
I-SIC and P-SIC cases as RI-SIC

e,U2
and RP-SIC

e,U2
, respectively, in the

succeeding subsections.
1) I-SIC: By following the lemma presented below, the rate

Re,U2
in (58) can be assessed for the case of I-SIC.

Lemma 2: Under Nakagami-m fading, RI-SIC
e,U2

can be calcu-
lated using FγDF

ru2
(x) for FD-based CSAT scheme in OCR-

NOMA system as

RI-SIC
e,U2

=
1

ln 2

π

N

N∑
n=1

Pu22

1

1− Φn

√
1 + Φ2

n, (59)

where Pu22
is derived in (31) for the I-SIC case.

Proof: By utilizing (31) and following the same methods
outlined in Appendix C for (54), we get the result in (59).

2) P-SIC: The RP-SIC
e,U2

can be accomplished in the condition
of P-SIC using FγDF

ru2
(x), as shown in the following lemma.

Lemma 3: Under Nakagami-m fading, the RP-SIC
e,U2

for FD-
based CSAT scheme in OCR-NOMA system can be calculated
as

RP-SIC
e,U2

=
1

ln 2

π

N

N∑
n=1

Pu22

1

1− Φn

√
1 + Φ2

n, (60)

where Pu22
is presented in (36) for the P-SIC case.

Proof: We acquire the result (60) by using (36) and
following the identical methods executed in Appendix C for
(54).

C. ESR Analysis

Now, we exploit the expressions from (54) and (59) to yield
the analytical formula for the ESR of the OCR-NOMA system
under I-SIC case as

RI-SIC
ES = Re,U1

+RI-SIC
e,U2

. (61)

While, summing up expressions (54) and (60) for the ESR
under P-SIC case, we obtain

RP-SIC
ES = Re,U1

+RP-SIC
e,U2

. (62)

Owing to the non-ideal system imperfections such as LI,
CEEs, HIs and the interference caused by the NOMA system,
the ergodic rates Re,U1

, RI-SIC
e,U2

, and RP-SIC
e,U2

for FD-based CSAT
scheme in OCR-NOMA system converge to ergodic rate ceil-
ings in the high SNR region. Even, P-SIC can not solve the
ergodic rate ceiling problem because it does not account for
imperfect self-interference cancellation in a realistic way. This
means that the residual LI always exists.

D. Asymptotic Ergodic Rate Analysis

The asymptotic behaviour of the ergodic rate is investigated
in this section. It will provide more information about slope
at high SNR region. We approximate the resulting ergodic
rate expressions in (54), (59) and (60) for high SNR range
(∆s,∆r →∞) to compute the possible slope analysis.

1) Asymptotic Ergodic Rate for U1: Based on the ergodic
rate expression in (53), on substituting (24), (26) and (40) into
(83), (85) and (87), respectively, and the results into (82), we
can obtain the FX(x). Then, after putting FX(x) into (53) and
following the similar steps as used for (54) in Appendix C, we
obtain the resultant asymptotic ergodic rate R asy(∞)

e,U1
in (63).

2) Asymptotic Ergodic Rate for U2 (I-SIC): Similarly, on
substituting (43) into (59) and pursuing the analogous steps as
used for (54) in Appendix C, we get the desired asymptotic
ergodic rate R I-SIC, asy(∞)

e,U2
in (64).

3) Asymptotic Ergodic Rate for U2 (P-SIC): Likewise, on
invoking (44) into (60) and carrying out the analogous steps
as followed for (54) in Appendix C, we get the resultant
asymptotic ergodic rate R P-SIC, asy(∞)

e,U2
in (65).

E. Slope Analysis

In this subsection, we analyze the high SNR slope, which
is a significant parameter in determining the ergodic rate in
the high SNR region. The slopes of the derived ergodic rate
expressions at a high SNR are obtained as follows:

SU1
= lim

∆→∞

R asy(∞)
e,U1

(∆)

log(∆)
, (66)

S I-SIC
U2

= lim
∆→∞

RI-SIC, asy(∞)
e,U2

(∆)

log(∆)
, (67)

SP-SIC
U2

= lim
∆→∞

RP-SIC, asy(∞)
e,U2

(∆)

log(∆)
. (68)

Now, on substituting (63), (64) and (65) into (66), (67) and
(68), respectively, and doing some calculation, we can achieve
the corresponding high SNR slopes as SU1

= 0, S I-SIC
U2

= 0 and
SP-SIC
U2

= 0. It is due to the system’s inherent imperfections, such
as LI, CEEs, and HIs, that are unavoidable. As a result, the
corresponding ergodic rate curves converge to the ergodic rate
ceiling in the high SNR region.

VI. DEEP NEURAL NETWORK FRAMEWORK DESIGN

This section introduces the DNN framework for predicting
the ergodic rate and ESR with minimal computational com-
plexity and short run time. This is in contrast to the fact that
analytical evaluation and Monte Carlo simulations are difficult
and time-consuming.
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R asy(∞)
e,U1

=
1

ln 2

π

N

N∑
n=1

[
1−

msr∑
a=0

1

Γ(msr)
1

msr

(
msr
Ω̂sr

)msr( τp
∆sϑ

)msr(msr
a

)(
∆r(1 + θ2

rr)
)a (

φsr
)(msr−a) 1

Γ(mrr)

(
mrr
Ωrr

)mrr

× (mrr − 1 + a)!

(
mrr
Ωrr

)−(mrr+a) ] [
1−

H−1∑
i=0

{
F asy(∞)

γDT
su1

( i+ 1

H
τp

)
− F asy(∞)

γDT
su1

( i
H
τp

)}
F asy(∞)

γDF
ru1

(H − i
H

τp

)]

×
[
1−

H−1∑
i=0

{
F asy(∞)

γDT
su2

( i+ 1

H
τp

)
− F asy(∞)

γDT
su2

( i
H
τp

)}
F asy(∞)

γDF
ru2,xs

(H − i
H

τp

)] 1

1− Φn

√
1 + Φ2

n. (63)

RI-SIC, asy(∞)
e,U2

=
1

ln 2

π

N

N∑
n=1

[ mu2∑
a=0

1

Γ(mu2
)

1

mu2

(
mu2

Ωu2

)mu2
(

mu2

a

)
(T1)

a (− T2

)(mu2
−a) 1

Γ(mru2
)

(
mru2

Ω̂ru2

)−a
×
[
Γ(mru2

+ a)− 1

(mru2
+ a)

(
mru2

T2

Ω̂ru2
T1

)(mru2
+a)] ]

1

1− Φn

√
1 + Φ2

n. (64)

RP-SIC, asy(∞)
e,U2

=
1

ln 2

π

N

N∑
n=1

[
1

Γ(mru2
)

[
Γ(mru2

)− 1

mru2

(
mru2

Ω̂ru2

)mru2
(

τs φru2

∆r(δ2 − θ2
ru2
τs)

)mru2
] ]

1

1− Φn

√
1 + Φ2

n. (65)
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Fig. 2: DNN deployment architecture.

TABLE I: DNN training and testing input parameters.

Parameters (Input) Values Parameters (Input) Values
SNR (∆s = ∆r) [0, 40] Rate (rpth = rsth) [0.1, 1]
Level of HIs (θ0) [0, 0.4] Power factor (δ1) [0.51, 0.99]

CEEs’ Variance (ε2) [0, 1] Residual IS (k2) [0, 0.5]

A. Dataset Generation Approach

The dataset for this research was created using the functions
given in (54), (59), and (60) because these functions are related
to system factors like SNR (∆s = ∆r), level of HIs (θ0),
CEEs’ variance (ε2), rate (rpth = rsth), power factor (δ1), and
residual IS (k2). All system parameters are used as training
sample input variables and are generated in a consistent manner
based on the network size. The resulting dataset K has a row
vector containing dataset[k] = [X [k], Y sim] for each sample
k, where X [k] is a feature vector comprising all of the input
variables specified in Table I. Every feature vector X [k] is
utilized to build actual ergodic rate and ESR sets from (54),
(59), (60), (61), and (62), and each one is fed into simulation
and given a unique output Y sim. Additionally, we discover that
X [k] and Y sim must be normalized before being provided to the
DNN, where X norm[k] = (X [k]−Xmin[k])/(Xmax[k]−Xmin[k])

and Ynorm = (Y sim − Ymin)/(Ymax − Ymin) aim to improve
learning (i.e., rapid convergence), achieve better projected
results, and avoid the over-fitting issue. There are benefits to
normalizing and encoding data first, then separating it. The
training and test data both contain more information when
all the source data is normalized and encoded first, followed
by splitting the data, as opposed to splitting the data first.
Practically, normalizing and encoding the source data first,
and then splitting, is more simpler than splitting first and
then normalizing-encoding on two datasets. Furthermore, if we
normalize and encode our data first, we will not encounter a
scenario in which we can not encode a categorical test predictor
because it did not present in the training data. We use linear
functions for output units and nonlinear activation functions
for hidden-level units. In this situation, we can normalize the
target output from the target’s perspective. The resulting dataset
has a total of 10× 105 samples, with 80% of them being used
for training (Ktrn), and the rest being split evenly between
validation (Kval) and testing (Ktes). In most circumstances,
we have found that this number of samples is adequate to get
highly correct estimates.

B. DNN Learning Model

As shown in Fig. 2, a typical DNN is a feed-forward neural
network with one input layer, many hidden layers, and one
output layer. The input layer has 6 neurons, each of which
corresponds to one of the 6 parameters listed in Table I. We
utilize an exponential linear unit (eLU) activation function to
perform a threshold operation for each input parameter x at
each hidden layer. Any number less than zero is scaled up to
zero, and the following is an example of how eLU works:

eLU(x) =

{
α (ex − 1), if x < 0,
x, if x ≥ 0,

(69)
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where α is a constant value set to 1. Due to its near-linear
nature, the eLU activation function offers considerable advan-
tages over the rectified exponential linear unit (ReLU), scaled
exponential linear unit (SeLU), hyperbolic tangent (Tanh),
Softmax, and Softplus activation functions. More specifically,
it facilitates easier optimization and computational simplicity,
and it overcomes the issue of vanishing gradients. In the
meantime, when the input data are extremely high or low, the
Tanh methods run into the problem of vanishing gradients,
resulting in increasing computing complexity [42]. When the
inputs approach zero/negative [42], the fading ReLU problem
becomes obvious. Since the regression problem intends to
estimate an output value without any further conversions, the
output layer, which only contains one neuron, applies the linear
activation function to produce the anticipated ergodic rate/ESR
value, Y sim [23]. We take an utterly connected layer, in which
the activation Amn of the n-th neuron in the m-th layer is
connected to activations in the (m− 1)-th layer as follows:

Amn = eLU

(Qm−1∑
i=1

Wm
n,iAm−1

i + Cmn
)
, (70)

where Qm−1 is the number of neurons in the (m−1)-th layer.
In the (m−1)-th layer,Wm

n,i stands for the weight that connects
to the (i)-th neuron, and finally, at the (m)-th layer, Cmn denotes
a scalar bias.

C. Ergodic Rate and ESR Real-Time Prediction

The DL framework comprises two phases: training and pre-
diction. The neural network learns input-output relationships
offline during the training phase by employing the adaptive mo-
ment estimation (Adam) optimization technique, which aims
to optimise model parameters based on the dataset. During the
backpropagation operation, Adam is used to calculate/update
the weights and biases for the considered DNN model, when
compared to other learning optimization methods (such as mo-
mentum, stochastic gradient descent, RMSProp, and nesterov
accelerated gradient) [43]. Adam shows greater performance
benefits in the form of training speed. Let Yk and Ȳk represent
the DNN model’s actual and expected output values for the
(k)-th testing datasets. The mean-square error (MSE) between
estimated and forecasted values can be determined using the
following loss function:

Loss
(
Yk, Ȳk

)
=

1

Ktes

Ktes∑
k=1

(
Yk − Ȳk

)2
. (71)

RMSE is determined as follows:

RMSE =

√√√√ 1

Ktes

Ktes∑
k=1

(
Yk − Ȳk

)2
, (72)

where Ktes denotes the total number of datasets in the test-set.
The resultant DNN model, which includes weights and

biases, can be represented in a compact mapping function
as F(.), when the offline training is finished. When a DNN
is properly trained, it can make highly accurate, real-time
predictions. When new data is available at the input, we apply
the DNN model to estimate the ergodic rate and ESR values.

The input data was organized as an X -vector, which is arranged
as X = [∆s = ∆r, θ0, ε

2, rpth = rsth, δ1, k2]. The predicted
process can be summed up as follows:

Ȳ = F(X ). (73)

Consequently, Oj = [Xj ,Z1
j , ...,Ztj , ...ZTj ] can be used to

represent the j-th training samples, with a total number of
targeted outputs being the T , where Ztj , t ∈ {1, ..., T}, stands
for the target outputs, such as Re,U1

, RI-SIC
e,U2

, RP-SIC
e,U2

, RI-SIC
ES , RP-SIC

ES

for the j-th sample and O = {O1,O2, ...} for the training set.
The ergodic rate and ESR may be estimated in a short time
by the generated DNN model using a low-latency inference
approach in (73). DNN settings can be adaptively configured
to obtain the lowest error during the training phase since the
capacity of DNN can be upgraded by adding additional hidden
layers or neurons/hidden units network.

D. DNN Complexity Analysis

The number of floating-point operations (FLOPs) per sec-
ond, which is depending on the number of weights and
biases of the network, is used to measure the computational
complexity of the proposed DNN model. Let the number of
input variables (i.e., vin = 6), the number of input layer
neurons (i.e., v0 = 150), the number of m-th hidden layer
neurons (i.e., vhid[m] = 150) with m ∈ {1, 2, ..., 4}, and the
number of output layer neuron (i.e., vout = 1). The DNN has
the following number of parameters:

NParam = vin × v0 + v0 + v0 × vhid[1] + vhid[1]

+ ...+ vhid[m]× vhid[m+ 1] + vhid[m+ 1]

+ ...+ vhid[4]× vout + vout. (74)

The DNN has the following number of FLOPs:

NFLOPs = vin × v0 × 2 + v0 + v0 × vhid[1]× 2 + vhid[1]

+ ...+ vhid[m]× vhid[m+ 1]× 2 + vhid[m+ 1]

+ ...+ vhid[4]× vout × 2 + vout. (75)

As a consequence, the calculated DNN model comprises about
91k (91,801) parameters and 182k (182,851) FLOPs.

VII. NUMERICAL AND SIMULATION RESULTS

We pursue numerical investigation for the suggested FD
CSAT scheme in this section, as well as Monte-Carlo simu-
lations in MATLAB version R2022a to validate our theoretical
conclusions. The figures in this section show a tight relation-
ship between simulation and numerical results, confirming the
correctness of our findings in Sections III-VI. Unless otherwise
provided, we set the system parameters shown in Table II. We
also set ∆s = ∆r as the SNR, θts = θtr = θrsu1 = θrsu2 =
θrsr = θrrr = θrru1

= θrru2
= θ0 as the level of HIs such

that θsu1 = θsu2 = θsr = θrr = θru1 = θru2
=
√

2θ0. The
EVMs [36] are used to determine these parameters.

TensorFlow 2.8.0 is used to create a DNN model with 4
hidden layers and 150 hidden neurons per layer in Python
3.7.13 associated with Keras 2.8.0. The DNN is trained from
start to finish in 70 epochs, with the weights randomly ini-
tialised using the Adam optimizer and a gradient decay value
of 0.95. The learning rate is initially set to 10−3 (after 20



12

Algorithm 2: DNN Training and Testing Procedure
Input: Set up the DNN model with

X = [∆s = ∆r, θ0, ε
2, rpth = rsth, δ1, k2] as the

input variables;
Parameters: Set up the important parameters for the

hidden and output layers, including the
neuron per layer, activation, kernel,
learning rate, epochs, etc;

Output: Specify Ztj as the target output from the
vector Oj = [Xj ,Z1

j , ...,Ztj , ...ZTj ];
1 while The number of epochs is lower than the number

specified in the setting do
2 Perform forward DNN procedure to obtain the

output layer data result, which is denoted as Ztout;
3 Compute the loss function

Loss
(
Yk, Ȳk

)
= 1
Ktes

∑Ktes
k=1

(
Yk − Ȳk

)2
, which

is the MSE over testing dataset;
4 To find the best solution, use Adam optimization

method to compute the correction parameter and
update the parameters with the algorithm;

5 end
6 Display the training and validation curves after testing

the trained DL with the test data;
7 Save the trained output in a file named “ .h5” that

includes the input parameters;

epochs fall 90%). The inherent complexity (or perplexity) of
our dateset will determine the appropriate number of epochs.
Start with a value that is three times the number of columns in
our data as a general rule of thumb. We try again with a larger
number if we discover that the model is still improving after
all epochs have finished. We try again with a lower value if
we discover that the model stopped improving long before the
final epoch because we might be over-training. We may need to
dramatically increase the number of epochs to help the neural
network learn the structure of the data if there are few records
in our dataset or if many records are failing validation. On
our training dataset, it is crucial to select a good value for
our model’s learning rate, one that finds the lowest loss with
the fewest iterations and converges quickly. One strategy for
solving this issue is to experiment with various learning rate
values and pick the one that yields the lowest loss without
taking an excessive amount of time to converge. All of the
tests were performed on a computer with specification i7-
7700 (CPU), 16 GB (RAM), and GeForce GTX 1080 8 GB
(GPU). Algorithm 2 illustrates the detailed training and testing
procedure for the DNN approach.

Fig. 3 plots the OP versus SNR curves for the primary
network using different values of rpth under both perfect (ideal)
hardware (θ0 = 0) and the imperfect hardware (θ0 = 0.2).
While satisfying the CSAT requirement as given in Section
III-D, we choose acceptable values of δ1. The OP curves
are also drawn for the PDLT, HD-based CSAT, and OMA-
based CSAT schemes, which are used for comparison purposes.
To begin, one can verify that the analytical and simulated
curves are well wedged over the whole SNR region. The

TABLE II: Simulation Parameters [with i ∈ {1, 2}].

Parameters Values
Average fading powers

(Ω̂sui , Ω̂sr , Ω̂rui ) [30]
0.1, 0.1, 1, 0.7, 1

Fading severity parameters
(msui , msr , mrr , mrui , mu2 ) [29] 1, 1, 2, 2, 2, 2, 2

Average power gains of LI and IS channel
(Ωrr , Ωu2 ) [33] 0.1, 1

Level of HIs [36], [37]
(θsui = θsr = θrui = θrr =

√
2θ0)

θ0 = 0, 0.1, 0.2, 0.3

Variance of the CEEs [29]
(ε2sui = ε2sr = ε2rui = ε2) ε2 = 0.005

Block duration (T ) [27] 1 sec
Target rate (rpth = rsth) [27] 0.5 bps/Hz
Noise variance (σ2) [27] 1

Level of stairways conjecture (H) [40] 50
Complexity-accuracy trade-off parameter (N ) 100
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Fig. 3: OP performance of the primary network.

asymptotic curves are likewise well aligned with the analytical
and simulated curves in the high SNR regime. In addition,
the FD CSAT scheme has a significantly smaller OP than
the PDLT scheme for the fixed target rate. In the lower SNR
region, the FD CSAT scheme outperforms HD CSAT and OMA
CSAT schemes. However, in the higher SNR region, HD CSAT
and OMA CSAT schemes outperform FD CSAT. This is due
to the fact that, in the case of FD CSAT, the impact of LI
becomes dominating at high SNR, and thereby degrades its
outage performance. On the contrary, in the low SNR regime,
the multiplexing gain of FD CSAT predominates over the HD
CSAT and OMA CSAT scheme. Although the incorporation
of HIs (θ0 = 0.2) degrades the performance of the primary
network, its impact is more noticeable at higher target rates.
Moreover, the HIs have a greater influence on the HD scheme
at the high SNR regime. Although the LI affects the cooper-
ative FD relay diversity performance, the proposed FD OCR-
NOMA with CSAT scheme attains performance advantage by
exploiting the DT-link.

Fig. 4 depicts the OP performance of secondary network
under both P-SIC and I-SIC cases. For this, we fix the target
rate at rpth = rsth = 0.5 bps/Hz and HIs at θ0 = 0, 0.2. To begin,
one can verify that the analytical and simulated curves are well
aligned across the whole SNR region. The asymptotic curves
are likewise well aligned with the analytical and simulated
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Fig. 4: OP performance of the secondary network.
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Fig. 5: Ceiling effects of the primary and secondary networks.

curves in the high SNR regime. The OP in the I-SIC case is
much higher than the P-SIC case under FD/HD-based CSAT
schemes. For the P-SIC case, FD CSAT outperforms the HD
CSAT and OMA CSAT in the low SNR regime, while HD
CSAT and OMA CSAT outperform FD CSAT in the high SNR
region. Whereas, for the I-SIC case, FD CSAT can always
perform better than HD CSAT. Further, in comparison to FD
CSAT, the performance loss due to HIs is more apparent for
HD CSAT and OMA CSAT.

Fig. 5(a) shows the OP performance versus target rate rpth plot
of the primary network for FD CSAT scheme. In this figure,
we show how the primary network can handle a maximum
data rate and a tolerance limit on the HIs level until an outage
owing to ceiling effects occurs. We set the SNR to 25 dB and
the θ0 values to 0, 0.1, and 0.3 to draw the various curves.
Correspondingly, we choose δ1 based on whether or not it
meets the QoS criterion outlined in Section III-D. To begin
with, we can see that when the target rate rises, the performance
of the primary network degrades. Furthermore, the OP curves
associated with HIs depart from the ideal behavior as the rpth
increases. When the threshold for CSAT scheme surpasses
τp = δ1

λp
[refer to (18)], the FRC phenomenon, indicated as

FRC (HIs), emerges, rendering relay cooperation ineffectual,
and the primary network’s OP performance reverting to the
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Fig. 6: Impact of LI, CEEs, and I-SIC on secondary network.

PDLT scheme. When the FRC effect is examined for ideal
curves, it is revealed that it occurs at significantly higher target
rate values. This is due to the condition δ1 < 1 being violated,
which is indicated in the figure as FRC (δ1). Hereafter, the
primary OP approaches unity when rpth goes further to reach
the ESC threshold τp = 1

θ2
su1

[refer to (13)]. Furthermore, the
relative accretion of τp in the FRC threshold for the curves
resulting from the CSAT technique can be seen. Fig. 5(b) shows
the secondary network’s OP performance in comparison to the
target rate rsth. We set SNR to 25 dB and θ0 to 0, 0.1, and 0.3
for plotting the different curves. We set the value of δ2 in the
same way that we did with rsth = rpth before. When rsth rises, as
expected, the curves with HIs deviate from the ideal one. The
SNC effect therefore happens for the P-SIC case at τs ≥ δ2

θ2
ru2

[refer to (36)]. On the other hand, because of the additional
impact of IS channel power increase, the SNC effect occurs
comparatively at lower values of target rate rsth in the I-SIC
mode.

To further examine the relative impacts of LI, CEEs, and
I-SIC on the OP performance of secondary network, we plot
Fig. 6 by varying the values of Ωrr, ε2 and k2. For a fixed level
of I-SIC (k2 = 0) and CEEs (ε2 = 0.005), the OP performance
of secondary network improves with the decreasing values
of Ωrr = −15,−20,−25 dB. Now, on fixing the I-SIC
(k2 = 0) and LI (Ωrr = −10 dB), the OP performance
improves significantly with the decrease in the level of CEEs
(ε2 = 0.05, 0.02, 0). At last, with the fixed LI (Ωrr = −10 dB)
and CEEs (ε2 = 0.005), one can see that the OP performance
improves significantly with the decrease in the level of I-SIC
(k2 = 1, 0.6, 0.3).

Fig. 7 shows the effect of the power allocation coefficients
δ1 and δ2 on a user’s OP at various SNR levels. Regardless of
how their SNR varies, as δ1 increases, the OP of the primary
network decreases while the OP of the secondary network
increases. As we can see from the plot, there is a minor change
in OPs at high SNR values. Furthermore, there is a performance
trade-off between primary and secondary networks. We have
presented Algorithm 1 to identify the optimal value of δ1 in
order to establish a reasonable balance between OPs of primary
and secondary networks.
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Fig. 8: System throughput versus SNR plots.

Fig. 8 plots the system throughput curves for the FD/HD-
based CSAT schemes. We can see that, in the low SNR
region, the system throughput falls as the target rate increases.
Alternatively, the system throughput rises until it reaches a
particular level of SNR, at which it becomes saturated. This
saturation in throughput occurs at a reasonably high SNR for
a larger value of target rate. We can clearly see that the FD
CSAT has a higher throughput than HD CSAT for a fixed value
of SNR. Furthermore, in contrast to FD CSAT scheme, the
throughput degradation due to HIs is more prominent for the
HD CSAT scheme.

Fig. 9 shows the ergodic rate comparison of primary network
and secondary network in anticipation of transmit SNR. We set
the target rate at rpth = rsth = 0.5 bps/Hz and CEEs (ε2) to 0.05
for plotting the different curves. It should be noticed that in a
low transmit SNR region, the ergodic rates of primary network
and secondary network increase rapidly. However, in a high
transmit SNR region, the ergodic rate curves become constant.
It can also be seen from the graph that primary network has a
substantially higher capacity than secondary network in mid-
to-high SNR region. This is because, in primary transmission,
xs can be detected at nodes R, U1 and U2, but in secondary
transmission, xr can be detected at U2 node only. In the FD
system, users attain a higher ergodic rate than in the similar HD
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Fig. 9: Ergodic rate versus SNR plots.
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Fig. 10: ESR versus SNR plots.

and OMA systems in low SNR region, where additional time
periods are required to complete the transmission of symbols.
Interestingly, the simulation curves, as can be seen, completely
follow the analytical formulas stated in (54), (59), and (60) and
also the DNN prediction.

Fig. 10 compares the ESR of our proposed FD/HD/OMA
based CSAT schemes OCR-NOMA system under both P-SIC
and I-SIC cases. For this, we fix the target rate at rpth = rsth = 0.5
bps/Hz and HIs at θ0 = 0. It is obvious from the graph
that, under P-SIC, FD/HD CSAT schemes have a significantly
higher capacity gain at high SNR as compared to the I-SIC
case. This is because, under I-SIC, the level of residual IS
coefficient (k2) has a substantial impact on the capacity gain,
especially at high SNR. In the FD system, users attain a higher
ESR than in the similar HD and OMA systems, where addi-
tional time periods are required to complete the transmission
of symbols. The DNN prediction outcomes are almost identical
to the analytical and simulation results, demonstrating DNN’s
superior prediction capacity.

The RMSE is evaluated as a function of number of hidden
neurons in Fig. 11(a) to provide some insights into the chosen
DNN model. It has been noted that the ESR is projected to have
a lower RMSE when the DNN model includes more hidden
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layers. (b) Activation functions.

layers4. The predicted DNN model with several hidden layers
can generalise datasets, resulting in increased network capacity,
while a single layer DNN is unable to learn complicated
patterns in some high dimensional dataset, resulting in a large
RMSE and small network capacity. Fig. 11(b) shows the RMSE
comparison of eLU with other common activation functions
such as ReLU, SeLU, Tanh, Softmax, and Softplus. As one
can see, when the number of hidden neurons rises, Softmax
becomes the poorest activation function, while eLU becomes
the best. Furthermore, Tanh and SeLU are two activation
functions that perform similar to eLU in terms of RMSE and
quick convergence. Finally, the proposed system’s DNN assess-
ment, analytical evaluation, and Monte Carlo simulation are
compared in terms of execution time. The results demonstrate
that obtaining ESR values using DNN prediction only takes
0.0216 seconds. In the meantime, the Monte Carlo simulation
takes 8.3854 seconds to get the ESR values, and the analytical
evaluation takes 0.0492 seconds. The analytical evaluation and
DNN prediction values are used to calculate the RMSE, which
is 0.0087.

VIII. CONCLUSION

We assessed the performance of OCR-NOMA system using
FD CSAT scheme under the presence of HIs, CEEs, LI, and
I-SIC. We derived the closed-form OP expressions for the
primary and secondary networks in Nakagami-m fading en-
vironment and results were compared to the benchmark PDLT
and HD/OMA CSAT schemes. We also computed system
throughput and ESR to gain further insights. In addition, we
provided a guidance for determining the value of the OCR-
NOMA power allocation factor for effective spectrum sharing
cooperation. Our analysis discovered significant ceiling effects,
such as FRC, ESC, and SNC, that occur at higher target rates
due to HIs. As a result, for building up a practical OCR-NOMA
system, a reasonable limit on HIs level with a target rate can
be calculated. We showed that FD CSAT is more resilient to
HIs and outperforms benchmark PDLT over the entire SNR

4We have chosen hidden layers experimentally and found that the used
number of neurons are the parameters which are giving best results. We tried
with various values of neurons and hidden layers but the used parameters are
utilized and tested with state-of-the-art methods.

regime, as well as HD/OMA CSAT in the low SNR regime.
DL was created as a new way for predicting system ESR
with low computing cost and high accuracy. Numerical results
revealed that the ergodic rate and ESR outcomes utilizing DNN
prediction closely matched the Monte-Carlo simulation and
analysis results. As a result, deploying a DNN as a black box
might be considered as a new promising and effective tech-
nique to evaluating system performance through a low-latency
estimation process that avoids the derivation of complicated
closed-form equations in real-world network situations.

For future work, a possible extension of our work can
incorporate an extended system model by deploying multiple
antennas at the nodes and by exploring IRS with appropriate
phase adjustment schemes. Albeit, with the Nakagami-m fad-
ing channels, the system performance measures require new
formulations and pose different mathematical challenges for
their analyses.

APPENDIX A
PROOF OF THEOREM 1

The CDF FγDT
sr

(v) can be expressed using (6) as

FγDT
sr

(v) = Pr
[
|ĥsr|2 <

v(∆r|hrr|2(1 + θ2
rr) + φsr)

∆s(1− θ2
srv)

]
=

∫ ∞
0

(∫ L(y)

0

f|ĥsr|2(x) dx

)
f|hrr|2(y) dy, (76)

where L(y) =
v(∆ry(1+θ2

rr)+φsr)
∆s(1−θ2

srv) . With v < 1
θ2
sr

, invoking
the expression of PDF f|ĥsr|2(x) and simplifying further
using [34, eq. 3.351.1] and [34, eq. 1.111], (76) can be
computed as FγDT

sr
(v) = J1(v)− J2(v). Subsequently, J1(v) =∫∞

0
f|hrr|2(y)dy = 1 and J2(v) can be quantified as

J2(v)= J3

∫ ∞
0

y(b+mrr−1)e
−
(

msrv(1+θ2rr)

Ω̂sr∆s(1−θ2srv)
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with
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a=0

a∑
b=0

1

a!

1
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(
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Ωrr ∆r

)mrr(a
b
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b

(
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)a
e
−
(

msrvφsr
Ω̂sr∆s(1−θ2srv)

)
. (78)

On solving the integral in (77) using [34, eq. 3.351.3] and
simplifying further, one can get the required result in (14).

APPENDIX B
PROOF OF THEOREM 2

With Pu2
= Pr

[
γDT
su2
≥ τp − γDF

ru2,xs , γ
DF
ru2
≥ τs

]
, on inserting

the corresponding SNDR expressions from (4), (9) and (10)
and fetching the condition on |ĥru2

|2, we can analyze for
τp > γDF

ru2,xs and τp < γDF
ru2,xs , and obtain the expression in

(29). Herein, the Pu21
= 1 − Pr[γDT

su2
< τp − γDF

ru2,xs ] can be
evaluated using H-stairways conjecture to obtain the result in
(30). While, the Pu22

= Pr
[
γDF
ru2
≥ τs

]
= 1− FγDF

ru2
(x) can be

evaluated for T1 > 0 as

Pu22
=

∫ ∞
T2
T1

(∫ T1y−T2

0

f|hu2 |2(x) dx

)
f|ĥru2 |2

(y) dy. (79)
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On substituting the expression of PDF f|hu2 |2(x) and solving
the inner integral using [34, eq. 3.351.1] and [34, eq. 1.111],
(79) can be simplified as Pu22

= A1(τs)− A2(τs), where

A1(τs) =

∫ ∞
T2
T1

f|ĥru2 |2
(y) dy, (80)

A2(τs) =

mu2−1∑
a=0

a∑
b=0

(
a

b

)
1

a!

(
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)b(− T2

)a−b( mu2

k2Ωu2

)a
× e
(

mu2T2
k2Ωu2

) ∫ ∞
T2
T1

ybe
−
(

mu2T1
k2Ωu2

)
y
f|ĥru2 |2

(y) dy. (81)

Thus, on invoking the expression of PDF f|ĥru2 |2
(y) and solv-

ing the associated integral with the help of [34, eq. 3.351.2],
we obtain the results as presented in (32) and (33).

APPENDIX C
PROOF OF THEOREM 3

To calculate Re,U1
using (53), we first determine the CDF

of X as

FX(x) = Pr
[

min{
(
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]
= 1−

(
Pr
[
γDT
sr > x

]
× Pr

[
γMRC
u1

> x
]
× Pr

[
γMRC
u2

> x
])

∆
= 1−

(
B1 × B2 × B3

)
. (82)

Hereby, B1 is calculated as

B1 = Pr
[
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]
= 1− Pr

[
γDT
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]
= 1− FγDT

sr
(x). (83)

On invoking the CDF expression of FγDT
sr

(x) from (14) into
(83), we obtain B1 as
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(84)

Now, B2 can be obtained as

B2 = Pr
[
γMRC
u1

> x
]

= 1− Pr
[
γMRC
u1
≤ x

]
= 1− Pu1

. (85)

On inserting Pu1
from (19) into (85), we obtain B2 as

B2 = 1−
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Similarly, B3 can also be calculated as

B3 = Pr
[
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Finally, on inserting B1, B2, and B3, from (84), (86) and (87)
into (82) and then putting (82) into (53), it is realized that

a closed-form solution for Re,U1
could be intractable. Hence,

we employ a Gaussian-Chebyshev quadrature [44] to find an
approximation for the integral term in (53). With the Gaussian-
Chebyshev quadrature method, the basic approximation rela-
tion is as follows:∫ 1

−1

f(x)√
(1− x2)

dx ≈ π

N

N∑
n=1

f

[
cos

(
(2n− 1)π

2N

)]
. (88)

Now, on inserting x = 1+Φn
1−Φn

into (53) and using (88), one can
get the required result in (54), where Φn = cos

( (2n−1)π
2N

)
and

N is a parameter to ensure a complexity-accuracy trade-off.
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