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ABSTRACT 

In recent times, the internet has emerged as a primary source of cooking inspirat ion,  

eating experiences and food social gathering with a majority of individuals turning to 
online recipes, surpassing the usage of traditional cookbooks. However, there is a 
growing concern about the healthiness of online recipes. This thesis focuses on 

unraveling the determinants of online recipe popularity by analyzing a dataset 
comprising more than 5000 recipes from Valio, one of Finland's leading corporations. 

Valio's website serves as a representation of diverse cooking preferences among users 
in Finland. Through examination of recipe attributes such as nutritional content 
(energy, fat, salt, etc.), food preparation complexity (cooking time, number of steps, 

required ingredients, etc.), and user engagement (the number of comments, ratings, 
sentiment of comments, etc.), we aim to pinpoint the critical elements influencing the 

popularity of online recipes. Our predictive model-Logistic Regression (classifica t ion 
accuracy and F1 score are 0.93 and 0.9 respectively)- substantiates the existence of 
pertinent recipe characteristics that significantly influence their rates. The dataset we 

employ is notably influenced by user engagement features, particularly the number of 
received ratings and comments. In other words, recipes that garner more attention in 

terms of comments and ratings tend to have higher rates values (i.e., more popular). 
Additionally, our findings reveal that a substantial portion of Valio's recipes falls 
within the medium health Food Standards Agency (FSA) score range, and intriguingly, 

recipes deemed less healthy tend to receive higher average ratings from users. This 
study advances our comprehension of the factors contributing to the popularity of 

online recipes, providing valuable insights into contemporary cooking preferences in 
Finland as well as guiding future dietary policy shift. 

Keywords: Online Recipes Popularity, User Engagement, Recipe Rating, 

Classification, Logistic Regression, Finnish Food Social Media. 



Akbari M. (2023) Reseptin suosion ennustaminen suomalaisessa sosiaalisessa 

mediassa koneoppimismalleilla. Oulun yliopisto, Tietojenkäsittelytieteen ja 
tekniikan koulutusohjelma. Diplomityö, 55 s. 

TIIVISTELMÄ 

Internet on viime aikoina noussut ensisijaiseksi inspiraation lähteeksi ruoanlaitossa, ja 

suurin osa ihmisistä on siirtynyt käyttämään verkkoreseptejä perinteisten 
keittokirjojen sijaan. Huoli verkkoreseptien terveellisyydestä on kuitenkin kasvava. 
Tämä opinnäytetyö keskittyy verkkoreseptien suosioon vaikuttavien tekijöiden 

selvittämiseen analysoimalla yli 5000 reseptistä koostuvaa aineistoa Suomen 
johtavalta maitotuoteyritykseltä, Valiolta. Valion verkkosivujen reseptit edustavat 

monipuolisesti suomalaisten käyttäjien ruoanlaittotottumuksia. Tarkastelemalla 
reseptin ominaisuuksia, kuten ravintoarvoa (energia, rasva, suola, jne.), valmistuksen 
monimutkaisuutta (keittoaika, vaiheiden määrä, tarvittavat ainesosat, jne.) ja 

käyttäjien sitoutumista (kommenttien määrä, arviot, kommenttien mieliala, jne.), 
pyrimme paikantamaan kriittiset tekijät, jotka vaikuttavat verkkoreseptien suosioon. 

Ennustava mallimme - Logistic Regression (luokituksen tarkkuus 0,93 ja F1-pisteet 
0,9 ) -  osoitti   merkitsevien reseptiominaisuuksien olemassaolon.  Ne vaikutt ivat 
merkittävästi reseptien suosioon. Käyttämiimme tietojoukkoihin vaikutt ivat 

merkittävästi käyttäjien sitoutumisominaisuudet, erityisesti vastaanotettujen arvioiden 
ja kommenttien määrä. Toisin sanoen reseptit, jotka saivat enemmän huomiota 

kommenteissa ja arvioissa, olivat yleensä suositumpia. Lisäksi selvisi, että huomattava 
osa Valion resepteistä kuuluu keskitason terveyspisteiden alueelle (arvioituna FSA 
Scorella), ja mielenkiintoisesti , vähemmän terveellisiksi katsotut reseptit saavat 

käyttäjiltä yleensä korkeamman keskiarvon. Tämä tutkimus edistää ymmärrystämme 
verkkoreseptien suosioon vaikuttavista tekijöistä ja tarjoaa arvokasta näkemystä 

nykypäivän ruoanlaittotottumuksista Suomessa. 

Avainsanat: verkkoreseptien suosio, käyttäjien sitoutuminen, reseptin arvosana, 
luokittelu, logistinen regressio, suomalainen ruoka sosiaalisessa mediassa. 
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1. INTRODUCTION 

1.1. Background of the Research 

Over the past few years, the internet has emerged as a go-to source for cooking 

inspiration and innovative cooking ideas. As an illustration, Valio Ltd, a Finnish dairy 
product manufacturer and one of Finland's largest corporations, operates an online 

platform dedicated to food recipes. This platform has witnessed a consistent increa se 
in its user base year after year, reaching over 25 million visits annually. Similar digita l 
recipe hubs are gaining momentum globally. One of the most widely recognized food 

websites in the United States is Allrecipes.com, boasting an impressive user base of 
around 7 million subscribers. The platform hosts a vast collection of culinary 

knowledge, with approximately 750,000 recipes uploaded and a staggering 180 
million recipe views. In addition to Allrecipes.com, there exists other food-related 
websites, including Kochbar.de, Ichkoche.at, and Chefkoch.de (primarily serving 

German-speaking audiences).  

Moreover, based on a survey, it is already revealed that more than half of the 

participants relied on online sources for their cooking needs [1]. These statistics 
suggest that the contemporary trend in searching for recipes online has potentially 
eclipsed the traditional use of cookbooks. This transition is hardly surprising, given 

the multitude of advantages offered by online cooking communities. These platforms 
are easily accessible via computers and smartphones, housing extensive databases of 

recipes spanning various cuisines. Also, they integrate social networking features, 
allowing users to connect, engage in discussions, establish cooking communities, and 
share their cooking experiences. 

However, there is a downside to the reliance on online recipes, as highlighted by 
recent research [2]. Many online recipes tend to be less healthy, and users often 

struggle to differentiate between nutritious and less nutritious options. Ironically, it is 
the less healthy recipes that often garner more attention and popularity. Another study 
[3] hinted at possible connections between the popularity of specific online recipes and 

higher obesity rates in the United States [3]. Therefore, gaining a thorough 
understanding of the factors driving the popularity of online recipes is crucial for 

promoting healthier dietary choices. 

Each recipe featured on online platforms boasts a unique set of characterist ics, 
encompassing nutritional details, complexity of preparation, publication date, user 

ratings, comments, and more. The interplay of these attributes collectively determines 
whether a recipe gains prominence or remains relatively obscure. Nevertheless, the 

pivotal question of which of these elements significantly influences a recipe's 
popularity (i.e., rates by users) has remained unanswered. Consequently, the primary 
objective of this thesis is to illuminate the factors that underpin the popularity of online 

recipes, with the aim of deepening our comprehension of why certain recipes attain 
widespread recognition while others remain overlooked. The main objectives, 

contributions, and structure of this thesis are explained in Sections 1.3, 1.4, and 1.5, 
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respectively. First, related works in the domain of popularity prediction in social media 
are discussed below.  

1.2. Related Works 

In this section, we provide an overview of specific research that leverages food 

platforms to gain insights into dietary behavior, social and cultural influences, as well 
as health-related issues within these online communities. We also delve into studies 
that explore similar themes but utilize alternative online data sources such as 

Twitter.com. Several of these papers have played a substantial role in shaping the 
direction and relevance of this thesis. Research utilizing online data to investigate 

various facets of human nutrition represents a relatively recent and emerging field. 
When compared to traditional approaches within the realm of nutrition science, such 
as questionnaires, these studies offer several advantages. They are less intrusive and 

less prone to biases inherent in self-reported data collection methods. Additiona lly, 
online studies often benefit from larger sample sizes and the potential for global 

scalability [1]. However, it is essential to acknowledge potential drawbacks, such as 
the assumption that searching for a specific recipe equates to consumption of that dish. 
Nevertheless, this section will showcase successful studies in this domain, 

emphasizing the significance and potential of this field of research. 

A study by De Choudhury et al. [4] using Twitter data was conducted to understand 

dietary behavior. They argued that social media, like Twitter, is well-suited for this 
purpose because users share many aspects of their daily lives, including what they eat. 
They collected 892,000 tweets containing food-related keywords and linked this data 

to user demographics, interests, and social connections. To estimate calorie content, 
they averaged nutritional information from online sources based on specific keywords. 

Their first study found a strong correlation (77%) between the calorie content of 
tweeted food and obesity rates across 50 U.S. states. They used this data to build 
models predicting obesity rates using demographic features and food mentions in 

tweets. They connected this data with societal factors like education and income, 
revealing that higher-educated individuals tend to tweet and eat less calorie-dense 

foods. They also explored the social aspects of obesity using two Twitter networks 
(friendship and mention networks) and found that friends are more likely to share 
similar food interests. 

Abbar et al. [5] emphasized the growing importance of social media as a valuable 
resource for public health research, particularly in examining disparities related to food 

access and health. Their  study focused on desserts, which are defined regions marked 
by limited access to affordable, healthy food. These areas are known to be linked to 
poor dietary choices and health issues like obesity, diabetes, and heart disease. 

Precisely identifying these regions and their challenges is a matter of significant public 
interest. The authors noted that previous studies on desserts often relied on surveys 

and self-reported data, which lacked robust research methods and sufficient sample 
sizes. To address these limitations, this study leveraged Instagram, a rapidly growing 
social media platform where users share photos. The researchers collected data through 
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Instagram's official API, allowing them to access public images and associated 
metadata, including food-related hashtags. 

Similarly, Fried et al. [6] undertook a study to explore the potential of Twitter posts 
as a source of information for predicting population characteristics related to food 

habits and behaviors. Their analysis focused on tweets that were associated with 
specific food-related hashtags. This data collection effort spanned a period from 
October 2013 to May 2014, resulting in a substantial dataset comprising 3.5 million 

tweets. One of the notable achievements of their research was the successful 
implementation of predictive tasks based on the textual content of these tweets. Their 

predictive models demonstrated superior performance compared to most baseline 
studies. These models harnessed the power of approximately 30 million words 
extracted from the tweets to make predictions. The predictive tasks encompassed a 

range of population characteristics, including the geographical locations of authors 
(city, region, state) and state-level attributes such as the prevalence of overweight 

individuals, diabetes rates, and even political leanings (party preferences). To build 
these predictive models, the researchers leveraged two sets of features. First, they 
utilized lexical features, which involved identifying food-related keywords sourced 

from food glossaries. Second, they employed topic modeling, a technique used to 
uncover hidden thematic structures within textual data. In particular, their experiments 

on predicting diabetes yielded valuable insights. Furthermore, the researchers 
harnessed this data to create various visualizations, including geo-referenced 
heatmaps, word clouds, and temporal histograms. These visualizations allowed for the 

discovery of intricate global patterns in terms of food consumption, providing a deeper 
understanding of the relationships between Twitter discussions, population 

characteristics, and dietary habits. 

Wagner and Aiello [7] conducted a quantitative study using data from the social 
media platform Flickr to explore gender-based differences in food-related content and 

associated stereotypes in media. They considered food not only as a basic necessity 
but also as a means of expressing one's identity in modern societies. Their research 

aimed to determine if gender-specific uploading patterns existed and what factors 
drove these patterns. They collected a substantial dataset comprising approximately 15 
million Flickr images from 1 million users spanning from 2005 to 2014, with 41% of 

the users being female. They filtered out non-food-related posts using an online 
vocabulary of common food-related terms and retained posts with at least one food-

related tag and publicly available user gender information. Their findings revealed 
statistical evidence of specific food types being predominantly posted by one gender. 
For instance, they observed that beer was 41% more popular among men, with 24% of 

men posting at least one beer picture compared to 17% of women. In a second study, 
they analyzed the top 100 images from search engine results for terms like "eating 

meat" or "eating fish." Crowd workers determined which gender group was more 
likely to consume the foods depicted in the images (male or female, adults or younger 
individuals). This survey uncovered intriguing trends, including the popularity of 

alcohol among men despite frequent promotion with women. Conversely, foods like 
milk and fast-food were perceived as gender-neutral, while sweets, milk, and coffee 

were more associated with females in the media. In summary, Wagner and Aiello 
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argued that their approach could complement traditional surveys on dietary 
preferences and food consumption, showcasing the potential of this technique. 

 Chunara et al. [8] conducted a cross-sectional study to investigate the relationship 
between social networks and obesity prevalence. Their research aimed to determine if 

the interests expressed by users on Facebook could predict obesity rates in the United 
States. The authors selected users based on their interests, categorizing them as either 
positively or negatively related to obesity. For example, activities like "Watching 

television" were considered sedentary and linked to obesity, while "outdoor fitness 
activities" indicated an active and healthy lifestyle. They employed linear regression 

and k-fold cross-validation to model user activity levels, with k-fold cross-validat ion 
being particularly useful when dealing with small datasets. It helps improve prediction 
accuracy and ensures statistical relevance by repeatedly splitting the data into training 

and test sets. The findings indicated that Facebook users with activity-related interests 
had a predicted obesity prevalence that was 12% lower across the United States and 

approximately 7.2% lower in New York areas. In contrast, neighborhoods in New 
York City with interests such as watching TV showed a 27.5% obesity prevalence. In 
summary, the study revealed a significant association between non-active interests and 

obesity, but the authors noted the need for further research to fully comprehend these 
connections. 

In their research, Said and Bellogìn [9] investigated the role of social interaction in 
enhancing potential food recommendation systems within the context of online 
recipes. They emphasize that, unlike other real-world product recommendations (such 

as videos or music), food recommendations have a critical health aspect. Any system 
influencing a user's health must be cautious, irrespective of the business implicat ions 

for the provider. Additionally, they stress the importance of considering the user's 
geographical location, as certain regions face a higher risk of food-related health 
issues. The study utilized a dataset collected from Allrecipes.com in October 2013, 

containing information from 170 thousand users, 54 thousand recipes, 8400 
ingredients, and 17 million ratings. Health-related data, primarily focusing on obesity 

rates, was sourced from County Health Rankings, including data from over 3400 U.S. 
counties. Mapping users to their respective counties presented challenges due to users 
providing location information in freeform text. Manual matching and dataset 

refinement were employed to address this issue. The initial investigation involved ten 
counties, specifically those with the lowest and highest obesity rates, and analyzed 

ingredient frequencies based on user ratings. The study successfully identified these 
county groups based on ingredient usage frequencies. The authors suggest that this 
information could be valuable for future personalized food recommendation systems, 

allowing for the promotion of healthier recipes or the creation of personalized recipes 
based on individual obesity risks. While acknowledging limitations, such as 

uncertainty regarding ingredient quantities used in meals and the challenges of 
identifying ingredients from user-generated freeform text, the authors view this early 
work as a promising foundation for future research. 

Trattner, Elsweiler, and Howard [2] conducted a study comparing the healthiness of 
online-sourced recipes, ready meals, and recipes from cooking books, considering the 

growing concern about the nutritional aspects of dietary choices and their impact on 
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health. They noted that health issues have been associated with poor nutritiona l 
behavior, and programs like ChooseMyPlate in the US and Change4Life in the UK 

aim to promote home cooking as a healthier option. However, they argued that the 
healthiness of a meal depends on what is cooked and how it is prepared. In their study, 

they performed a statistical analysis of three types of meals commonly consumed in 
modern societies: recipes sourced from the internet, ready-made meals, and recipes 
from popular cooking books. They compared 100 recipes from books, 100 ready-made 

meals, and online recipes from the food platform Allrecipes.com. They collected 5,237 
online recipes spanning from 2000 to 2010. For the comparison, they selected main 

dishes with sufficient nutritional information, such as carbohydrates, sodium, energy 
content, and fat. To assess the healthiness of these recipes, they applied two 
international standards: the World Health Organization (WHO) guidelines and the 

"traffic light" system of the UK's Food Standards Agency (FSA). The WHO score 
considered the content of seven essential nutrients, while the FSA score categorized 

recipes based on four major macronutrients (green for healthy and red for unhealthy). 
In their initial study, they found that only six online recipes fully met the WHO 
guidelines. Overall, recipes from Allrecipes.com tended to be less healthy, often 

failing to meet the standards for fat, saturated fat, and fiber content, though they 
generally met protein requirements. Additionally, they observed that recipes from 

cooking books were lowest in sodium, followed by internet recipes and ready meals. 
When it came to sugar content, cooking books and internet recipes often met the 
criteria equally, while ready meals generally performed the best. In a second study 

examining the temporal aspect, they found that the results remained consistent over 
time. The authors concluded that while internet-sourced recipes may not be as healthy 

as expected, there are limitations to their approach. Variations in actual consumption 
behavior, such as not following exact ingredients and instructions, as well as potential 
variations in nutrient values on food labels and in the nutrient calculation approach, 

need to be considered. 

Kusmierczyk and Nørvåg [10] conducted a study to uncover patterns in online recipe 

titles and explore practical applications based on their findings. Their primary 
objective was to understand the relationships between the words used in recipe titles 
and the nutritional values of those recipes. They argued that despite users primarily 

communicating through text, there is limited information available on the connections 
between textual content and health-related factors. To achieve this, they analyzed a 

dataset comprising 204,000 online recipes from Allrecipes.com. During 
preprocessing, they filtered out recipes lacking sufficient nutrient information, 
resulting in a dataset of approximately 58,000 recipes. Recipe titles, being short and 

free-form text, required preprocessing as well. They removed special characters, 
numbers, and stopwords. Given the potential for ambiguities and misspellings in titles, 

they applied stemming and retained words that appeared at least twice. This process 
yielded 4,679 unique words. In their initial experiment, they conducted a statistica l 
analysis of nutrient value distributions for each word found in recipe titles. They used 

information gained to measure the influence of individual food words on nutrient 
content. This analysis revealed correlations between specific food words and nutrients, 

as well as correlations among different nutrients. In their second experiment, they 
employed a novel approach combining Latent Dirichlet Allocation (LDA) and linear 
regression to create a low-level and interpretable model based on the findings of the 
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first experiment. LDA was used to model recipe ingredients, while linear regression 
linked these variables to nutritional values. Their validation process demonstrated that 

this model produced the best results. Finally, in their third experiment, they attempted 
to predict the nutritional values of recipes solely based on the words found in their 

titles. 

Kusmierczyk, Trattner, et al. [11] conducted research in the field of food and recipe 
innovation within online food communities. They emphasized the importance of 

innovation for the long-term success of restaurants and chefs but noted a lack of 
research focused on the virtual dimension of this domain. For their study, they utilized 

a dataset collected from Kochbar.de, which included over 400,000 recipes spanning 
from 2008 to 2014. These recipes were accompanied by various metadata, includ ing 
preparation instructions and categories. They also had data on 230 distinct recipe 

categories, 200,000 different users, and approximately 7 million recipe ratings. 
However, only around 5,000 users regularly uploaded recipes (more than 10 recipes 

each). They chose Kochbar.de for its rich metadata and additional recipe information, 
such as ingredients and nutrient values, which were crucial for their approach, heavily 
reliant on ingredient combinations. One major challenge was that the ingredients were 

only available as free-form text, necessitating preprocessing and filtering. They 
employed a simple statistical filtering approach, retaining ingredient names that 

occurred more than 100 times while replacing those occurring less than 200 times with 
more common alternatives to eliminate ambiguities. This process resulted in 2,208 
distinct ingredients (from an initial 334,000 before filtering). In their first study, they 

focused on exploring community patterns and measured innovation and complexity 
using three different features, two of which employed entropy and conditional entropy, 

while the third was an innovation factor metric based on Jaccard similarity, all 
considering the ingredients of recipes for comparison. They found that although the 
number of ingredients remained constant, innovation within the community 

continuously increased. They hypothesized that users combined known ingredients to 
create new and novel recipes, although the rate of growth was gradually declining, 

suggesting that innovation might plateau in the future. Innovation in the communit y 
also displayed seasonal and time-dependent patterns, with slight variations throughout 
the year, particularly with peaks at the beginning of the year and after the summer, 

possibly reflecting increased creativity at these times. In the second study, they 
examined innovation patterns at the user level, filtering out users with fewer than 10 

recipes to enhance the reliability of results. This resulted in a user set of approximate ly 
5,000 users. They observed two distinct types of users: those with lower innovation 
factors and more innovative users. Analyzing the innovation factors of each user over 

time using linear regression, they found that for most users, innovation remained 
relatively consistent over the years. Furthermore, they explored the factors influenc ing 

innovation, with user location being the most explanatory feature (measured with 
information gain). This finding was unexpected and suggested the need for further 
investigation. 

Ahn et al. [12] conducted a comprehensive study aimed at uncovering the 
fundamental patterns governing ingredient combinations in cuisines worldwide. Their 

primary goal was to address the question of whether there exist quantifiable and 
reproducible principles that guide our selection of certain ingredient pairings while 
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avoiding others in culinary practices. The researchers based their investigation on the 
intriguing hypothesis of "shared flavor compounds" within combined ingredients. This 

hypothesis posits that ingredients sharing common flavor components are more likely 
to complement each other in taste. To illustrate this concept, they cited examples like 

restaurants pairing white chocolate and caviar due to the presence of the organic 
compound trimethylamine in both ingredients. They relied on constructing a bipartite 
graph that connected ingredients and their associated flavor components. On average, 

most ingredients were found to have 51 such flavor compounds. This ingredient-
compound network served as the foundation for formulating and testing their 

hypothesis through topological properties. Their research journey involved gathering 
data from three distinct online recipe websites: Allrecipes.com, Epicurious.com (both 
from the United States), and Menupan.com (Korean). The inclusion of the Korean 

website was strategic, aiming to avoid a potential Western bias in the results. Their 
dataset encompassed 1021 unique flavor compounds and 381 distinct ingredients, with 

an average of eight ingredients assigned to each recipe. In their initial experiment, 
statistical evidence emerged indicating that North American and Western European 
cuisines tend to combine ingredients that share more flavor compounds. In stark 

contrast, Asian cuisine predominantly embraces ingredient pairings characterized by 
greater contrast in flavor profiles. This observation was subsequently validated in a 

second experiment, which examined the likelihood of ingredients sharing more 
compounds being prevalent in specific cuisines. To delve deeper into their findings, 
the researchers sought to identify the key ingredients responsible for these patterns. 

They discovered that only a handful of ingredients, though frequently used in specific  
cuisines, significantly contributed to these effects. For instance, North American 

cuisine frequently featured ingredients like eggs, cream, cacao, butter, and milk, while 
East Asian cuisine relied on ingredients such as onions, ginger, pork, and chicken. In 
a third experiment, Ahn et al. compared various cuisines, revealing that South 

European and Latin cuisines exhibit greater similarities to Asian cuisine than to 
Western European cuisine. Notably, these cuisines incorporate ingredients that do not 

share as many flavors’ compounds. Overall, Ahn and his team's research sheds light 
on the intriguing dynamics of ingredient combinations in different cuisines, providing 
valuable insights into the complex interplay of flavors, ingredients, and culinary 

traditions across the globe. 

A holistic research by Dominik [1] employs a statistical analysis of datasets from 

two popular food community websites: Allrecipes.com and Kochbar.de, representing 
distinct Western food cultures. By analyzing both platforms comparatively, the study 
seeks to uncover more general insights. The analysis focuses on recipe characterist ics 

and the underlying social networks of these websites, referred to as "features." These 
features are derived from previous studies on online content popularity and food 

preferences. To assess the predictive power of these features and test the statistica l 
findings, predictive modeling experiments were conducted. The results indicate the 
presence of generally valid recipe characteristics that strongly influence the future 

popularity of online recipes. Notably, user activity features, such as ratings, comments, 
and the number of uploaded recipes, appear to be significant predictors for the 

Kochbar.de dataset. In contrast, innovation features like recipe novelty, ingred ient 
popularity rank, and image features (e.g., saturation and image entropy) seem to exert 
more influence on the popularity of Allrecipes.com recipes. 
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1.3. Research Questions 

The central aim of this master's thesis is to uncover applicable factors that contribute 

to the popularity of online recipes in Valio website (https://www.valio.fi/reseptihaku/). 
Throughout the progression of this thesis, we will explore the following research 

inquiries (RQ): 

 RQ1: To what degree can we identify trends in popularity within Valio as a 
Finnish online food social network? 

 RQ2: What are the primary factors that influence recipe ratings and popularity 
in Valio? 

 RQ3: How does our study of the Valio as a Finnish online food website 
compare to other studies on similar platforms in other countries? 

 RQ4: What is the health quality of recipes, and how do users’ ratings correlate 
with healthiness in Valio? 

1.4. Contributions 

The objective of this thesis is to uncover previously undisclosed facets of online recipe 

popularity within Valio's platform. To conduct feature analysis, we have developed 
more than 15 distinct features. Additionally, we have introduced novel features related 
to nutrition, innovation, and healthiness, and preparation difficulty expanding the 

scope of recipe popularity analysis. These features have been organized into sets, such 
as nutritional features (e.g., energy, fat, and salt content), preparation difficulty 

features (e.g., preparation time, number of required ingredients, etc.), and user 
engagement features (e.g., comments, number of rates, etc.). 

Utilizing these features, we have employed a machine learning algorithm to predict 

the popularity of recipes. This approach is grounded in classification rather than 
regression analysis. Our experiment evaluates each feature set both individually and 

in combination, considering various time periods within a recipe's lifecycle. We 
employed state-of-the-art classifiers, including Logistic Regression, Random Forest,  
Support Vector Machine, Gradient Boosting, and Multilayer Perceptron neural 

network. We selected these classifiers based on their popularity in the context this 
research. Most related literature (explained above), used these classifiers. To assess 

the performance of these classification models, we adopted a cross-validation protocol, 
and the results for each feature set are documented. Figure 1 provides a more detailed 
visualization of this process. It is important to highlight that this research for the first 

time (i) explores the popularity of the Finnish recipe platform and (ii) investigates the 
degree to which Finnish recipes achieve popularity in the online domain. 

https://www.valio.fi/reseptihaku/
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1.5. Structure of the Thesis 

This master's thesis is organized into four chapters. After this introductory chapter, 

Chapter 2 introduces the Valio datasets, which serve as the foundation for this thesis. 
Additionally, this chapter outlines the chosen methodology for addressing our research 

questions. It also offers insights into the feature engineering process and the selection 
of models (classifiers) before any analysis takes place. Moreover, it provides a detailed 
account of the development of various features designed to capture the popularity of 

online recipes. Moving forward to Chapter 3, we present and discuss the results of our 
studies, which aim to uncover potential correlations between recipe and user-related 

factors and recipe popularity. Finally, in Chapter 4, we draw conclusions based on our 
research findings and propose directions for future studies in this domain.  



 

 

Figure 1- Visual representation depicting the steps for forecasting the popularity of Valio’s online recipes. 



 

2. IMPLEMENTATION 

The comprehensive diagram illustrating the fundamental stages of our research is 
displayed in Figure 2. As portrayed in this representation, our study encompasses six 

principal phases: i) the retrieval and preprocessing of recipes, ii) the extraction of 
recipe attributes and normalizing them between 0-1, iii) the classification of recipes 

based on identified features and user-provided ratings, iv) the utilization of the SHAP 
(SHapley Additive exPlanations) method to assess the importance of each feature, v) 
a comparison of our results with existing literature, and vi) the determination of health 

factors relation with ratings. The first three steps address RQ1, while steps four, five, 
and six correspond to RQ2, RQ3, and RQ4, respectively.  

 

Figure 2- High-level diagram of the various phases of our study. 

2.1. Dataset and Preprocessing 

We compiled our dataset by collecting data from www.valio.fi (Figure 3), which was 
selected due to its status as one of the most frequented and largest food-oriented social 

media platforms, attracting over 25 million visits annually. Our web crawling efforts 
resulted in the acquisition of 5,472 recipes that had been posted between 2010 and 

2022. For each recipe, we gathered various attributes including the Recipe name, 
Published Time, Ingredients, Preparation Time, Difficulty Level, Tags, Users' Ratings, 
Users' Comments, and the nutritional content of the recipe per 100 grams (such as 

Energy, Protein, Carbohydrates, Fat, Saturated Fat, Dietary Fiber, and Salt). Table 1 
presents basic statistics regarding this dataset and offers an overview of the extracted 

entities. To align with the objectives of our study, we only retained recipes that 
included available ingredients and nutritional information. Specifically, during our 
crawling phase, we discarded 663 recipes lacking nutritional data while retaining 4,833 

recipes that met our criteria. The recipe profile view, illustrated in Figure 3, offers a 
comprehensive glimpse into the recipe's content.  

  

http://www.valio.fi/
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Figure 3- A sample of recipe profile collected from https://www.valio.fi/. 

  

https://www.valio.fi/
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Table 1- Basic statistics of the crawled dataset. 

Item Description 

Number recipes 5,472 

Years of publication 2010-2022 

Preprocessed recipes  4833 

Recipes containing rating 3197 

Recipes containing comments  3060 

2.2. Feature Engineering  

2.2.1. Feature Selection Scenarios 

There are numerous possibilities for generating features to facilitate the prediction of 
food and recipe popularity. In their research on food choices, Scheibehenne et al. [13] 

highlight the diverse array of factors that influence our decisions, including taste, 
texture, nutritional content, physical environment, attitudes, motives, individua l 
preferences, and information. Consequently, several predictive features have been 

employed, drawing from insights in cognitive psychology, features utilized by prior 
researchers (such as Elsweiler et al. [14] or Rokicki, Herder, and Trattner [15]), as well 

as knowledge gleaned from the analysis of popularity. This thesis capitalizes on these 
earlier efforts and defines three scenarios encompassing various features designed to 
capture the popularity dynamics of online recipes. Scenario 1 incorporates nutritiona l 

features, Scenario 2 emphasizes more features related to preparation difficulty, and 
Scenario 3 introduces additional user related features beyond those in the first two 

scenarios. More specifically:  

 In Scenario 1, we primarily focus on the nutritional features of the recipes. 
We extract the nutritional content of each recipe, provided in terms of 

numerical distribution of the main nutrient components per 100 grams. This 
scenario considers seven nutrition components per 100 grams, which 

include: Energy, Proteins, Carbohydrates, Fat, Saturated Fats, Dietary Fiber, 
and Salt. These values are obtained from the recipe webpage and used as 
features in our analysis. 

 
 In Scenario 2, we focus on preparation-related features. Preparation Time 

indicates the average time required to make a specific food item. 
Additionally, the Difficulty Level assesses how challenging it is to prepare 
the given food. This attribute has three different values: 1, 2, and 3, where 1 

represents the simplest recipes, and 3 signifies the most complex recipes in 
terms of food preparation complexity. The ingredients in a recipe are the 

fundamental substances used to create a particular food item. Moreover, the 
website provides the amount of each required ingredient for each recipe  
(Number of Ingredient), along with a preparation guide. This scenario also 

incorporates the Number of Steps involved in cooking each recipe as 
presented on the website. 
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 Scenario 3 goes further by considering user comments, which enable reviews 

with user perspectives added to a food's content. This provides additiona l 
information for other users, potentially enhancing the advisory process. In 

total, 14,081 ratings and 24,630 comments were gathered for all foods. 
Therefore, this scenario includes additionally the total number of ratings 
(Rating Count) for each food, the total number of comments (Comment 

Count) on each recipe, the sentiment of comments, and the number of tags  
for each food.  

2.2.2. Sentiment Analysis of Comments 

Sentiment analysis, also known as opinion mining, is a branch of Natural Language 
Processing (NLP) dedicated to identifying and understanding the emotions conveyed 

in a sequence of words. It aims to decode the underlying attitudes, sentiments, and 
emotions. This approach is pivotal in social media analysis, where countless pieces of 

user-generated content, from tweets to status updates, offer a rich reservoir of public 
opinions on various subjects. By utilizing sentiment analysis, entities like businesses 
and researchers can capture public perceptions—whether positive, negative, or 

neutral—on products, events, campaigns, and trending topics. Such insights grant a 
profound grasp of consumer patterns, preferences, and market tendencies that can be 

challenging to glean from raw data alone. 

The contemporary digital landscape is defined by the widespread presence of social 
networks. Here, users aren't mere recipients of content but also its creators. The 

enormous amounts of daily-generated unstructured data on these platforms are 
teeming with insights about user inclinations, preferences, and societal interactions. 

Social media mining, which involves techniques to extract and interpret this data, leans 
heavily on sentiment analysis for classifying and understanding user feedback. 
Recognizing the emotions behind user content enables companies to refine their 

marketing approaches, respond to customer feedback efficiently, and forecast 
upcoming market shifts. Furthermore, sentiment analysis is instrumental in 

pinpointing potential brand champions or influencers, evaluating promotiona l 
campaign success, and even forecasting stock market trends based on public sentiment. 
Fundamentally, it creates a bridge connecting the vast data streams on social media to 

practical intelligence for businesses and researchers. 

To gauge the sentiment expressed in recipe reviews, we employed SentiStrength 

[16]. Sentiment Strength is a pivotal and popular concept within the domain of 
sentiment analysis, offering nuanced insights [17]–[19]. In the realm of natural 
language processing and sentiment analysis, Sentiment Strength refers to the 

measurement of the intensity or magnitude of sentiment expressed within textual data. 
Unlike simple sentiment classification, which categorizes text into broad categories 

like positive, negative, or neutral, Sentiment Strength provides a fine-gra ined 
evaluation of sentiment intensity, allowing for a deeper understanding of the emotiona l 
nuances conveyed in textual content. Sentiment Strength analysis involves the 

assignment of numerical values to sentiment expressions, typically on a continuous 
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scale, that capture the degree of sentiment polarity. This scale enables the 
differentiation between sentiments that vary in intensity, ranging from mildly positive 

or negative to strongly positive or negative. Crucially, Sentiment Strength assessment 
accounts for various linguistic elements that influence the perception of sentiment, 

such as degree modifiers like adverbs and adjectives. These modifiers can significantly 
impact the strength of sentiment expressions. For instance, "very happy" conveys a 
stronger positive sentiment than "somewhat happy." Incorporating context is another 

fundamental aspect of Sentiment Strength analysis. The interpretat ion of sentiment 
often depends on the surrounding context. A sentiment expression may have different 

strengths in different contexts. For instance, the sentiment associated with the term 
"good" may vary in strength when describing a product's quality versus evaluating the 
weather. Sentiment Strength analysis holds considerable applicability in diverse 

research domains. It is instrumental in gauging the emotional impact of textual data in 
fields ranging from customer feedback analysis to social media sentiment tracking.  

2.2.3. Feature Importance by SHAP 

Feature importance illuminates the significance of each input variable in a machine 
learning model concerning its impact on the target outcome. In predictive modeling, 

features do not uniformly influence the model's accuracy or performance. Some 
variables may be intrinsically linked to the target, thus essential for reliable 

predictions, while others may be superfluous or even harmful, inducing noise and 
hindering model efficacy. By assessing the relevance of each feature, data scientists 
can unravel the intricate data patterns and correlations, thereby refining the model to 

retain only indispensable features. This refinement often yields models that are more 
streamlined, efficient, and interpretable — a crucial aspect in applications where the 

rationale behind a prediction is as vital as the prediction itself. 

Feature importance holds paramount significance in machine learning and data 
analytics for several reasons. First, it fosters transparency, shedding light on the 

model's decision-making process. This clarity is indispensable in sectors like 
healthcare, finance, and law, where the ramifications of model decisions can be 

profound. Second, it facilitates model streamlining; by excluding inconsequential or 
extraneous features, we can craft models that are both computationally efficient and 
robust against overfitting. Moreover, delving into feature importance can unearth 

surprising insights and data relationships, offering domain experts and decision-
makers a treasure trove of actionable intelligence based on the model's identified key 

factors. In a nutshell, feature importance seamlessly connects raw data with insightful 
interpretation, transforming predictive models from inscrutable black boxes into 
enlightening instruments for judicious decision-making. 

SHAP (SHapley Additive exPlanations) [20] is a widely used method to explain 
feature importance in machine learning models [21]–[24]. It provides insights into why 

a model made a particular prediction for a given instance. In our research, we used 
SHAP to calculate the importance of each feature in predicting the Rate Groups of 
recipes. SHAP values are based on cooperative game theory and provide a way to 

distribute the contribution of each feature to the prediction. In the context of our work, 
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SHAP allows us to answer questions like, "How much did each feature influence a 
recipe being classified as 'Good,' 'Normal,' or 'Bad'?" 

The Base Value (Φ0) represents the expected model output when no features are 
considered. In other words, it is the prediction that the model would make if it had no 

information about any features. SHAP values assign an importance score to each 
feature, denoted as Φi, which indicates the impact of the i-th feature on the model's 
prediction. These feature importance scores sum up the difference between the model's 

prediction and the base value. For a specific prediction x, the SHAP value for feature 
i (Φi(x)) can be calculated as the difference between the model's prediction for the 

input x and the expected prediction (base value) when feature i is not included. 

𝛷𝑖(𝑥)  =  𝑓(𝑥)  −  𝛷0 −  𝛴(𝛷𝑖′(𝑥)), (1) 

where Φi'(x) is the SHAP value of feature i in the absence of feature i, and f(x) refers 

to the prediction made by a machine learning model for a specific input data point. 

The SHAP values for feature i in the entire dataset X are often summarized using 
statistics like mean or median to understand the average impact of that feature across 

all predictions: 

𝛷𝑖(𝑋)  =  𝛴(𝛷𝑖(𝑥))/𝑛, (2) 

where n is the number of predictions in the dataset. 

The key idea behind SHAP values is to consider all possible feature combinations 
and their contributions to the model's output, thus providing a comprehens ive 

explanation of why a particular prediction was made. These values can be used to gain 
insights into feature importance, understand model behavior, and interpret individua l 

predictions. 

2.3. Recipe Ratings Annotation 

We categorized recipes into different Rate Groups based on their average ratings. 

These groups help in understanding the quality of recipes as perceived by users. The 
Rate Groups were defined as follows: 

 Class 'bad': Recipes with ratings below 1. 

 Class 'normal': Recipes with ratings between 1 and 3.5. 

 Class 'good': Recipes with ratings over 3.5. 
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2.4. Classifiers 

To address our research inquiries, we assessed several classifiers (explained in more 

detail below), determining their accuracy. We then chose the most precise one as our 
baseline classifier to fulfill the research objectives. Section 2.5.2 elaborates on the 

evaluation metrics used to identify the baseline classifiers. Additionally, we utilized 
feature engineering techniques in constructing the optimal baseline classifier, with 
further information on the feature engineering procedures provided in Section 2.5. 

2.4.1. Logistic Regression 

Logistic Regression [25] is a fundamental statistical technique widely used in various 

fields, including machine learning, epidemiology, and social sciences, for binary 
classification tasks [26]–[29]. The core idea behind Logistic Regression is to model 
the probability that an input data point belongs to one of classes. Unlike linear 

regression, which aims to predict continuous numerical values, Logistic Regression 
employs the logistic or sigmoid function to map a linear combination of input features 

to a probability value between 0 and 1. This logistic curve, characterized by its 
distinctive S-shaped form, serves as the foundation for the model. The logist ic 
function's output represents the estimated probability of the positive class (usually 

denoted as "1" in binary classification) given the input features. The logistic regression 
model calculates a weighted sum of the input features, known as the linear 

combination, and applies the logistic function to this combination to produce the 
probability estimate. The model is trained using a dataset with known outcomes, and 
its parameters (weights and intercept) are optimized to maximize the likelihood of the 

observed data. One of the notable advantages of Logistic Regression is its 
interpretability. We can readily analyze the impact of each input feature on the 

probability of belonging to the positive class by examining the coefficients assigned 
to them. Additionally, Logistic Regression provides insights into the odds ratio, which 
quantifies how much the odds of the positive outcome change for a one-unit increase 

in a particular feature, making it particularly useful for explanatory modeling and 
hypothesis testing. 

In logistic regression, "C" represents the regularization parameter, also known as 
the "inverse of regularization strength." It is a hyperparameter that helps control the 
trade-off between fitting the model to the training data as closely as possible and 

preventing overfitting. 

2.4.2. Multilayer Perceptron  

A Feed Forward Multilayer Perceptron (MLP) [30] is a type of artificial neural 
network widely used in the context of social media analysis [31]–[34]. It consists of 
an input layer, one or more hidden layers, and an output layer. The activation function, 

commonly ReLU (Rectified Linear Unit), introduces non-linearity to the model. MLPs 
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are known for their ability to capture complex relationships in data. In our case, it is 
used for multiclass classification to predict the Rate Groups. Cross-Entropy Loss, also 

known as log loss, is a loss function used to measure the dissimilarity between 
predicted class probabilities and actual class labels. It is often used in classifica t ion 

tasks, and the goal is to minimize this loss during training. Cross-entropy loss is 
suitable for multiclass classification, making it an appropriate choice for our Rate 
Group classification. Adam [35] is an optimization algorithm commonly used for 

training neural networks. Adam adjusts learning rates for each parameter during 
training, which can lead to faster convergence and better performance in many cases. 

2.4.3. Random Forest 

Random Forest [36] is a highly versatile and effective ensemble learning technique 
employed in machine learning studies [37]–[40]. This technique is employed for both 

classification and regression tasks, making it exceptionally adaptable to various 
research domains. At its core, Random Forest is a robust ensemble of decision trees, 

and it excels in handling intricate datasets while delivering reliable and accurate 
predictions. The essence of Random Forest lies in its ability to mitigate the common 
shortcomings of individual decision trees, such as overfitting. Decision trees, as 

standalone models, tend to capture noise and specific patterns in the training data, 
which can lead to poor generalization to new, unseen data. To address this limitat ion, 

Random Forest employs a technique known as "bagging" or "Bootstrap Aggregating. " 
Bagging involves creating multiple decision trees, each trained on a distinct subset of 
the data. These subsets are generated by randomly selecting samples from the origina l 

dataset, with replacement, which introduces diversity into the training process. 
Additionally, at each node of the decision tree, a random subset of features is 

considered for splitting. This further adds randomness and robustness to the model.  
The power of Random Forest lies in the ensemble nature of the model. By combining 
the predictions of multiple decision trees, it effectively reduces overfitting while 

improving predictive accuracy. During prediction, each tree in the ensemble provides 
its output (e.g., class prediction in classification tasks or a numerical value in 

regression tasks), and the final prediction is determined through a majority vote (for 
classification) or an average (for regression). Random Forest's adaptability, 
interpretability, and ability to handle high-dimensional data and complex relationships 

between variables make it a valuable tool for various research tasks. 

2.4.4. Support Vector Machine 

Support Vector Machine (SVM) [41] is a pivotal machine learning algorithm widely 
used in social media data analysis studies [42]–[44]. It is a versatile and powerful tool 
designed for both classification and regression tasks. SVM's strength lies in its 

effectiveness in scenarios where data is not linearly separable, making it a valuable 
asset for addressing complex research questions. At its core, SVM endeavors to find 

an optimal hyperplane—a multidimensional decision boundary—within the feature 
space that segregates data points into distinct classes. What sets SVM apart is its quest 
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to find the hyperplane that maximizes the margin, which represents the distance 
between the decision boundary and the closest data points from each class, known as 

"support vectors." This approach instills confidence in classification by aiming for a 
broader margin, as it is less susceptible to the influence of noisy or outlier data points.  

In situations where linear separation is not feasible, SVM introduces the "kernel trick." 
This ingenious mathematical technique empowers SVM to transform data into higher -
dimensional spaces where linear separation becomes viable. Popular kernel functions, 

including the linear, polynomial, and radial basis function (RBF) kernels, enable SVM 
to tackle a wide spectrum of nonlinear problems inherent to many research domains.  

This method serves as a robust and adaptable machine learning tool, capable of 
handling high-dimensional data and intricate relationships between variables. Its 
ability to accommodate both binary and multiclass classification problems make it 

applicable to various research contexts. Moreover, SVM's regularization parameter (C) 
offers the flexibility to fine-tune the balance between margin maximization and error 

minimization, ensuring that the model aligns with specific research objectives.  

2.4.5. Gradient Boosting 

Gradient Boosting [45] is a powerful ensemble machine learning technique. It is 

renowned for its exceptional predictive capabilities and versatility in handling a wide 
range of data-driven challenges [46]–[48]. Gradient Boosting is particularly well-

suited for regression and classification tasks, making it a valuable tool for extracting 
insights and generating accurate predictions. At its core, Gradient Boosting is an 
ensemble method that assembles multiple weak learners, typically decision trees, into 

a strong predictive model. The key innovation behind Gradient Boosting is the 
sequential nature of its training process. It builds a series of decision trees iterative ly, 

each one focusing on the errors or residuals of the previous tree. The process begins 
with the creation of a simple decision tree, often referred to as a "shallow tree" or a 
"stump." This initial tree is used to make predictions, which are then compared to the 

actual target values. The differences between these predictions and the true values 
represent the errors or residuals. Subsequent decision trees are constructed to 

specifically target these errors. Each new tree is designed to correct the mistakes made 
by the ensemble of trees built so far. It places higher importance on the data points that 
were previously misclassified or for which predictions were the farthest from the actual 

values. As more and more trees are added to the ensemble, Gradient Boosting adapts 
and refines its predictions, gradually reducing the errors and improving accuracy. The 

final prediction is achieved by combining the outputs of all the individual trees, with 
each tree having a weighted say in the final result. One of the notable advantages of 
Gradient Boosting is its robustness to various data types and its ability to handle both 

regression and classification tasks. Additionally, it provides insights into feature 
importance. 
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2.5. Model Selection  

Grid search [49] is a technique used to systematically search for the best combination 

of hyperparameters for a machine learning model. Hyperparameters are parameters 
that are set before training a model and cannot be learned from the data. Examples 

include learning rates, the number of hidden layers in a neural network, or the depth 
of a decision tree. 

The grid search process involves defining a range of possible values for each 

hyperparameter and then evaluating the model's performance for all combinations of 
these values. This allows us to identify the set of hyperparameters that yield the best 

results based on a predefined evaluation metric, such as accuracy (Acc.), F1-score, or 
another appropriate measure for our specific task. Hyperparameters tuned in grid 
search model selection scheme are shown in Table 2. 

2.5.1. Cross-Validation 

We divided our dataset into training and validation subsets. For each hyperparameter 

combination, we used cross-validation to train the model on the training data and 
evaluate its performance on the validation data. Cross-validation helps prevent 
overfitting and provides a more robust estimate of model performance. Then, we 

identified the combination of hyperparameters that yields the highest performance 
based on the evaluation metric. This combination is considered the "best" for our 

classification task. Grid search helps us find hyperparameters that lead to the best 
model performance, ensuring that our model is well-tuned for our specific problem. It 
systematically explores the hyperparameter space, ensuring that no promising 

configurations are overlooked. By using cross-validation, grid search helps prevent 
overfitting by assessing model performance on unseen data. In our research, we 

applied grid search as part of our model selection process to determine the best 
classifier among several options. By employing grid search, we ensured that the chosen 
classification algorithm was optimized for the specific problem we were addressing, 

leading to more accurate and reliable results in our research. Combination of grid 
search and cross validation is popular among scholars to train classifiers and derive 

the best model [50]–[52].  
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Table 2- Hyperparameters for grid search model selection scheme. 

Method Hyperparameters Range of change 

Logistic Regression 
C [1.0, 0.5, 0.1] 

Regularization  [Ridge (L1), Lasso (L2)] 

MLP 

Learning rate [0.001, 0.01, 0.1] 

Number of hidden layers  [1, 2, 3] 

Number of neurons in each hidden layer [64, 128, 256] 

Random Forest 

Min samples leaf [1, 2, 3, 4, 5, 6] 

Max depth [1, 2, 3, 4, 5, 6] 

Min samples split [2, 3, 4, 5, 6] 

SVM 
Kernel [Linear, Radial Basis Function] 

C [1, 2, 3, 4, 5, 6] 

Gradient Boosting 

Learning rate [0.1, 0.2, 0.3] 

Max depth [1, 2, 3, 4, 5, 6] 

Min child weight [3, 4, 5, 6] 

Subsample [1.0, 0.5, 0.1] 

n estimators [50,100,150] 

2.5.2. Evaluation Metrics 

We used an appropriate evaluation metric as accuracy (Acc.) and F1-score to assess 
the model's performance for each combination of hyperparameters. Both F1 score and 

Acc. are common metrics used to evaluate the performance of classification models, 
but they capture different aspects of model performance.  

2.5.2.1. Accuracy 

Accuracy (Acc.) is a straightforward metric that measures the overall correctness of a 
classification model. It is calculated as the ratio of correctly predicted instances (both 

true positives and true negatives) to the total number of instances in the dataset. 

𝐴𝑐𝑐. =  
𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝐶𝑜𝑟𝑟𝑒𝑐𝑡  𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
, (3) 

This metric is easy to understand and interpret, but it may not always be the most 
appropriate metric, especially when dealing with imbalanced datasets. In cases where 

one class dominates the dataset, a high accuracy score can be misleading, as the model 
may simply predict the majority class most of the time and perform poorly on the 
minority class. 

2.5.2.2. F1 Score 

The F1 score is a metric that balances both precision and recall. Precision measures 

how many of the positive predictions made by the model were actually correct, while 
recall measures how many of the actual positive instances were correctly predicted by 
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the model. The F1 score combines these two metrics to provide a single value that 
summarizes the model's performance. 

𝐹1 =  
2 ⋅ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  ⋅ 𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  + 𝑅𝑒𝑐𝑎𝑙𝑙)
, (4) 

where: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  = 
𝑇𝑟𝑢𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠  + 𝐹𝑎𝑙𝑠𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠)
, (5) 

and 

𝑅𝑒𝑐𝑎𝑙𝑙  =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠  + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
. (6) 

The F1 score is particularly useful when dealing with imbalanced datasets because 

it considers both false positives and false negatives, making it a more robust metric in 
such scenarios. A higher F1 score indicates better model performance in terms of 

balancing precision and recall. 

2.6. Evaluation of Recipe Healthiness 

We employed the UK Food Standards Agency's "traffic light" system (Figure 4) to 

calculate the healthiness of recipes, which is referred to as the FSA score. This score 
was determined by evaluating macronutrients: sugar, fat, saturated fat, and salt content. 

The score spans a spectrum from green (indicating healthiness) to red (indicat ing 
unhealthiness). To put it simply, a lower FSA score signifies greater nutritional health, 
whereas higher scores are indicative of pronounced unhealthiness. This factor allows 

us to understand how users' preferences align with the perceived healthiness of the 
recipes. It provides insights into whether healthier recipes receive higher ratings.  

 
ref: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8102049/figure/F1/ 

Figure 4- FSA health score classes.  

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8102049/figure/F1/
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3. RESULT AND DISCUSSION 

This section is the culmination of our research journey, where we present and analyze 

the empirical findings that address the core questions driving this study. Divided into 
five distinct sub-sections, each dedicated to answering a specific research question, we 

delve into the data-driven insights that illuminate our research objectives. These 
findings not only provide clarity on the matters at hand but also contribute to the 
broader discourse within popularity prediction of recipes. In the following pages, we 

navigate through our results, unravel their implications, and offer a comprehens ive 
discussion that underscores the significance of our research endeavors. 

3.1. Insight into Data 

The primary objective of this research revolves around the prediction of a recipe's 
Rating Group through the utilization of various features. The Rating Group is 

determined based on user-provided ratings. Consequently, a stronger correlation 
between these additional features and the rating can offer valuable insights into the 

factors influencing it. As depicted in Figure 5, the features most strongly correlated 
(approximately 30%) with the Rating include the sentiment of comments, the total 
number of comments, and the total number of rates, all of which exhibit a positive 

correlation. This suggests that as the sentiment of comments, the total number of 
comments, or the total number of rates increases, the recipe's ratings are expected to 

increase in a linear fashion. Additionally, the number of steps involved in cooking the 
recipe and the number of ingredients used display a relatively high correlation 
(approximately 20%). The highest correlation observed (approximately 90%) is 

between the fat content and energy of a recipe, indicating that recipes with higher fa t 
content are expected to possess greater energy levels. Furthermore, the number of 

steps, the number of ingredients, and the recipe's difficulty level are highly correlated 
(approximately 45%). For more detailed information, please refer to Figure 5. 

3.2. Classification Results (RQ1) 

3.2.1. Recipes year of publication 

Most of the recipes available on the Valio website were posted prior to 2014, as 

depicted in Figure 6a. Also, Figure 6b reveals that, on average, recipe ratings have 
been on the rise in recent years. However, the year 2022 stands out as an exception. 
This is due to the fact that the median rating for recipes published in 2022 is zero. 

Consequently, we decided to exclude the year 2022 from our modeling efforts because 
it didn't have sufficient time to garner attention or receive ratings. Therefore, for the 

purposes of this research, we focused on recipes that were published between 2010 
and 2021. 
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Figure 5. Correlation heat map of the retrieved dataset from Valio website. 

By considering the average user ratings for each recipe, which fall on a continuous 

scale ranging from 0 to 5, we established (as explained in Section 2.3) what we call 
the "Rating Group." Figure 7 illustrates this, revealing that the majority of recipes 

belong to the "good" Rating Group, with ratings exceeding 3.5, making up 55% of the 
total. Meanwhile, approximately 30% of the recipes fall into the "bad" Rating Group. 
In the subsequent section, we delve into the classification outcomes that are derived 

from these three defined rating classes.  
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Figure 6- a) Frequency of recipes based on their year of publication, and b) 
boxplot of given rates to recipes based on the recipes’ year of publication. 

 

Figure 7- The defined classes for each recipe based on given rates by users.  
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3.2.2. Model Selection 

The evaluation of models in this study was conducted based on a specific set of 

hyperparameters, as outlined in Section 2.5 (Table 2), and across various scenarios, as 
discussed in Section 2.2.1. The results of these evaluations, in terms of performance 

metrics, are presented in Table 3. Remarkably, in all combinations tested, Scenario 3 
consistently emerged as the top-performing scenario, as evidenced by its high accuracy 
(Acc.) and F1 score (shown in Figure 8). 

Furthermore, among the classifiers examined, Logistic Regression, Random Forest, 
and Gradient Boosting stood out as the most effective ones (Acc. and F1 around 90%). 

Given these results, we opted to proceed with these three top classifiers using the 
hyperparameters specified in Table 3 for more in-depth investigations in the upcoming 
sections. 

Table 3- Best hyperparameters detected by grid search. 

Method Hyperparameters Best option Best 

Scenario 

F1 Acc. 

Logistic 
Regression 

C 1 
3 0.90 0.93 

Regularization  L1 

MLP 

Learning rate 0.001 

3 0.69 0.72 
Number of hidden 

layers 
3 

Number of neurons 128 

Random Forest 

Min samples leaf 5 

3 0. 90 0.93 Max depth 5 

Min samples split 4 

SVM 
Kernel 

Radial Basis 
Function 3 0.87 0.90 

C 1 

Gradient Boosting 

Learning rate 0.1 

3 0.89 0.92 

Max depth 5 

Min child weight 4 

Subsample 0.1 

n estimators 150 

3.2.3. Feature Selection Scenarios 

The study explored three distinct scenarios, each involving different sets of features 
for classification. In the first scenario, only nutritional features were considered, while 

the second scenario included both nutritional and preparation difficulty features. 
Surprisingly, the first and second scenarios resulted in similar levels of classifica t ion 
precision, although scenario 2 exhibited a slight advantage. 

However, the most accurate classification approach was observed in the third 
scenario (Figure 8). In this scenario, user engagement features were introduced in 

addition to the nutritional and preparation difficulty features, which collective ly 
yielded the best classification scheme. 
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Figure 8- a) Acc., and b) F1 values for different classifiers in each scenario.  

In the context of social media, user engagement features, encompassing likes, 

comments, shares, and reactions, are of paramount importance due to their profound 
influence on user experience and platform vitality [53], [54]. These features not only 

enhance user interaction and satisfaction but also promote content visibility and 
virality. They facilitate community building, fostering connections among users, and 
establishing a sense of belonging [55]. Moreover, user engagement metrics serve as 

valuable indicators for platform operators and marketers, offering insights into user 
preferences and content effectiveness. As a result, a comprehensive understanding and 

effective utilization of user engagement features are integral to the success and 
sustainability of social media ecosystems [56]. The significance of user engagement 
features is underscored in this research by defining Scenario 3, showcasing their 

potential to greatly enhance classification performance. As an illustration, consider the 
case of Logistic Regression Gradient Boosting, and Random Forest which emerged as 

the top-performing classifiers. Their Acc. notably improved from about 50% (in 
Scenario 1) and 60% (in Scenario 2) to above 90%. Similarly, the F1 score for these 
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classifiers exhibited a substantial increase, about 90% from a previous level of about 
50%. 

3.2.4. Confusion Matrix of Classifiers and Analysis of Errors 

Figure 9a and b presents the confusion matrix of all studied classifiers. The visual 

representation of this data highlights that Random Forest and Gradient Boosting 
outperform MLP and SVM in terms of classification performance. Notably, Logistic 
Regression, as depicted in Figure 9b, emerges as the top-performing classifier in this 

context. Using Logistic Regression, we encountered 92 misclassified recipes, as 
indicated in Figure 9b. Among these misclassifications, the majority, comprising 89 

samples, were erroneously labeled as 'good' by the model when they should have been 
categorized as 'normal.' Additionally, 3 samples were incorrectly classified as 'good' 
when they were actually 'bad.' It is notable that a substantial portion of these 

misclassified samples is concentrated in the period preceding the year 2016 (Figure 
9b). 

To address this issue, we opted to partition the dataset into two distinct sets based 
on the publication year: one set encompassing data from 2016 and another containing 
data from 2016 onwards. This partitioning resulted in a more uniform distribution of 

errors across the year of publication, although it didn't lead to significant changes in 
Acc. and F1 scores (Figure 10). This further underscores our earlier emphasis on the 

significance of the publication year as a pivotal factor, given that user preferences and 
classification patterns are expected to evolve over time.  

The Logistic Regression model that was trained prior to 2016, as shown in Figure 

10a, exhibits slightly lower Acc. and F1 scores, measuring at 90% and 85%, 
respectively. However, it is worth noting that the Acc. and F1 values remained 

consistent for the model trained after 2016, as illustrated in Figure 10b, with no 
discernible change. 

Furthermore, when considering the mean error rates for each year, before and after 

2016, there were 8 misclassified samples on average before 2016 and a slight 
improvement to 6 misclassified samples on average after 2016. This indicates a modest 

enhancement in model performance following the 2016 timeframe. 
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Figure 9- Based on Scenario 3 and best hyperparameters of classifiers: a) 

Confusion matrix of SVM, Random Forest, Gradient boost, and MLP, and b) 
Confusion matrix of the Logistic Regression with the distribution of errors (89+3) on 

the year of recipes’ publication. 
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Figure 10- Results of the trained Logistic Regression for: a) before and b) after 2016. 

A uniform distribution of error across independent variables is of paramount 

importance in classification tasks. When errors are evenly spread across variables, it 
signifies a balanced and reliable model performance. This uniformity suggests that the 

classifier is making consistent and well-informed decisions across features, ensuring 
that it does not disproportionately influence the classification outcome. In contrast, an 
imbalanced distribution of errors can lead to biased predictions, where certain values 

of a future are favored over others, potentially causing misclassification and reduced 
overall accuracy. A uniform distribution of error not only enhances the model's 

robustness but also provides a more comprehensive understanding of the relationships 
between features and the classification outcome, ultimately contributing to more 
effective decision-making and better-informed insights. 

The dynamics of user taste in social media platforms undergo continuous evolution 
over time, reflecting a multifaceted interplay of factors [57]. These temporal shifts are 

driven by a multitude of influences, including cultural trends, societal changes, 
technological advancements, and evolving user demographics. As users engage with a 
diverse array of content, their preferences, interests, and consumption patterns 

naturally adapt and transform. Social media platforms, with their constant influx of 
new content and interactions, act as dynamic ecosystems where users are exposed to 

an ever-changing landscape of information and ideas. This exposure, coupled with the 
network effects inherent to social media, contributes to the diffusion and adoption of 
emerging trends and concepts, further shaping the collective taste of the user 
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community. Consequently, the study of user taste variation over time in social media 
is not only instrumental for understanding evolving user behavior but also holds 

significant implications for content creators, marketers, and platform operators seeking 
to navigate and harness the dynamics of these online environments. 

3.3. Feature Importance (RQ2) 

Using Scenario 3, we employed the three best classifiers, namely Random Forest, 
Gradient Boosting, and Logistic Regression, to calculate the SHAP values for the 

features, as illustrated in Figure 11. As anticipated based on the scenarios’ results, user 
engagement features take the lead as the most significant drivers in the classificat ion, 

specifically Rating Count and Comment Count. While Rating Count remains the most 
crucial feature across all classifiers, the hierarchy of other features’ importance can 
vary depending on the classifier chosen. For instance, in Logistic Regression and 

Random Forest, Comment Count secures the second position, whereas Gradient 
Boosting places Energy in the second position. 

In the case of Gradient Boosting (as shown in Figure 11a), nutritional features such 
as Energy, Fat, and Salt hold significant importance. However, in Logistic Regression 
(as seen in Figure 11b), the number of Tags and the Number of Ingredients take higher 

ranks compared to Energy and Fat. On the other hand, Random Forest (depicted in 
Figure 11c) exhibits a lower degree of reliance on other features and predominantly 

hinges on Rating Count. 

 

Figure 11- SHAP values for a) Gradient Boosting, b) Logistic Regression, and c) 
Random Forest. 
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To investigate the significance of other features in the absence of Rating Count and 
Comment Count, we deliberately excluded these two influential factors and conducted 

a detailed analysis of the SHAP values. Further information and a comprehens ive 
breakdown of these findings can be found in the Appendices section, specifically in 

Figure S1 to Figure S6. 

3.4. Comparison to Similar Studies (RQ3) 

A comparative study was conducted involving Valio, a Finnish online food social 

network, and similar platforms from other countries: Allrecipes.com, representing 
American food culture, and Kochbar.de, representing German food culture. This 

comparison is found on Mößlang study research [1], sought to assess the predictive 
capability of various features and validate statistical insights through predictive 
modeling experiments. The outcomes of these experiments point to the existence of 

recipe characteristics that have broad applicability and significantly impact the future 
popularity of online recipes across all platforms. Nevertheless, notable distinctions in 

popularity patterns among these three websites were observed. 

According to Mößlang study [1], which utilized recipes from Kochbar and 
Allrecipes, the predictive modeling experiments demonstrated that the developed 

features possess strong predictive capabilities. The primary objective was to predict 
whether a recipe would become more popular than the average within a specified time 

frame. To achieve this, three distinct classifiers—Random Forest, Naive Bayes, and 
Generalized Linear Models—were employed. The study achieved notable success, 
with accuracies of up to 89% observed for certain configurations. Notably, the models 

trained on Kochbar.de data consistently exhibited the highest accuracy values. Among 
the classifiers, Random Forest appeared to be the most effective, although none of 

them consistently outperformed the others. 

These modeling results validated previous experimental assumptions, highlighting 
the presence of universally applicable characteristics that significantly influence the 

future popularity of online recipes. These factors included the upload user's prior 
activity, the presentation quality, and the novelty of a recipe's concept. However, the 

impact of user activity features, such as written and received ratings/comments or the 
number of uploaded recipes, was more pronounced on Kochbar.de's recipe popularity. 
On the other hand, innovation-related features, such as recipe novelty and ingred ient 

popularity rank, as well as image features like saturation and image entropy, seemed 
to have a greater influence on the popularity of Allrecipes.com and its recipes. As 

previously mentioned, in the case of Valio, a Finnish platform, the Number of Rating 
and Number of Comment from users emerged as the most influential factors in 
determining a recipe's rating. Additionally, depending on the choice of classifier, 

nutritional factors like Energy or Fat were also found to be important drivers. 

These findings underscore the significance of cultural nuances and variations in user 

behavior across different online food social networks. They emphasize the necessity 
of tailoring recommendation systems and analytical approaches to the specific 
characteristics and preferences of each platform. 
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Table 4- Comparison between this thesis and similar study. 

Item Data Attributes Best Methods Accuracy Key findings 

This 

thesis 
Valio 

 Nutritional 

 Difficulty 

 User 

engagement 

 Logistic 

Regression 

 Random 

Forest 

0.93 

User engagement 

features improve 

prediction 

substantially. 

Mößlang 

study [1] 

 

Allrecipes 

 Nutritional 

 Difficulty 

 User 

engagement 

 Recipe 

novelty 

 Recipe 

image 

 Random 

Forest 
0.89 

Innovation-related 

features and image 

features have a greater 

influence on the 

popularity 

Kochbar 

User engagement 

features were more 

pronounced on 

popularity. 

3.5. Healthiness of Recipes (RQ4) 

The recipes published on the Valio website, as depicted in Figure 12a, are 
predominantly not classified as very healthy. A majority of them receive an FSA score 

of 6, indicating a medium health rating. Interestingly, recipes with low FSA scores, 
below 4, are relatively scarce on the platform, suggesting that less healthy recipes are 
more prevalent on the website. This biased distribution of FSA scores, with an 

abundance of less healthy options, potentially contributes to the increased popularity 
of unhealthy foods. 

Conversely, as illustrated in Figure 12b, there is a discernible trend in the average 
ratings based on FSA scores. Generally, higher FSA scores are associated with higher 
average ratings, with ratings expected to increase from 2 to over 3 as FSA score  

improves. However, there is a slight drop in the mean ratings for very unhealthy 
recipes (FSA = 9). Interestingly, the median rating for very healthy recipes (FSA = 3) 

is zero, indicating that the majority of users may not be as interested in these highly 
healthy options. Nevertheless, the median rating substantially increases to over 4 for 
recipes with higher FSA scores (6 or 7), suggesting that these moderately and low 

healthy recipes tend to be more appealing to users. This nuanced relationship between 
FSA scores and user ratings underscores the tendency of user preferences to less 

healthy foods.  

Researchers have shown that people often have a preference for unhealthy foods due 
to a combination of evolutionary, psychological, and sensory factors [58], [59]. 

Evolutionarily, our ancestors had a survival advantage by seeking out calorie-dense 
foods, which are often high in fat and sugar, as these provided the energy needed for 

survival. This preference for calorie-rich foods has been ingrained in our biology over 
time. Psychologically, unhealthy foods can trigger pleasure and reward centers in the 
brain, releasing feel-good neurotransmitters like dopamine, which reinforce the desire 

for such foods. Additionally, the sensory appeal of unhealthy foods, with their often 
sweet, salty, or fatty flavors and pleasing textures, can make them more attractive. 
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While these factors contribute to the appeal of unhealthy foods, it is essential to 
balance these indulgences with a healthy diet.  

Furthermore, advertisements have a significant effect on the promotion of unhealthy 
foods in social medias. A study [60] reveals that on social media platforms, young 

people's responses to unhealthy food advertising posts significantly outweigh their 
responses to both healthy and non-food-related posts. This heightened response is 
evident in their increased attention, better memory retention, more favorable peer 

assessment, and greater likelihood to share such content. Considering the extensive 
usage of social media among adolescents, these findings carry significant implicat ions 

for the regulation of marketing practices targeted at this demographic. Currently, many 
countries restrict advertising to children up to the age of 13, and some extend this limit 
to 15, as seen in Ireland and the UK.  
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Figure 12- a) The distribution of FSA Score for recipes published in the Valio 
website, and b) the relation between given rates by users to recipes and the recipes’ 

FSA score. 
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4. CONCLUSION 

This chapter serves as the conclusion of the thesis, offering a concise summary of the 

findings and a discussion of potential limitations in the approach. Additionally, it 
provides an outlook on opportunities for improvement and future studies. The core 

objective of this master's thesis revolves around providing enhanced insights into the 
concealed patterns and mechanisms governing the popularity of online recipes. A 
comprehensive understanding of these sociodynamic processes has the potential to 

facilitate the development of advanced, health-conscious recommender systems. Such 
systems hold the promise of addressing the escalating food-related health challenges 

prevalent in contemporary societies. The approach employed in this research entailed 
a statistical analysis of datasets sourced from Valio website. This platform represents 
distinct cooking culture in Finland. Through comparative analysis, a more generalized 

understanding of the processes governing recipe popularity emerged. These analyses 
were grounded in recipe characteristics (nutritional and preparation complexity) as 

well as user engagement features (e.g., rates, and comments). To assess the predictive 
capacity of these features and validate the statistical findings, predictive modeling 
experiments were conducted. The key findings of this master's thesis can be 

summarized as follows: 

 RQ1) Through the application of various classifiers, including SVM, MLP, 
Random Forest, Logistic Regression, and Gradient Boosting, alongside a grid 
search model selection approach, we have effectively identified trends in 

popularity within the Finnish online food social network. Among these 
classifiers, Logistic Regression stands out with a notable accuracy of 0.93 and 
an impressive F1 score of 0.9 during testing. This high level of accuracy 

achieved using machine learning techniques demonstrates that recipe 
popularity can be reliably determined, underscoring the utility of such 

approaches for trend analysis within this online food social network.   

 RQ2) The primary factors that influence recipe ratings and popularity, as 
indicated by our findings, revolve around user engagement and interaction with 
the recipes. Notably, recipes that receive more attention in terms of the number 
of comments and ratings tend to be more popular (get higher rates). Therefore, 

the key influencing factors on the popularity of each recipe are user 
engagement features, specifically number of comments, ratings, and sentiment 

of comments. The sentiment or tone of the comments left by users can impact 
a recipe's popularity. These findings highlight the pivotal role of user 
engagement and feedback in determining the popularity and ratings of online 

recipes, underlining the importance of community interaction in the context of 
food-related content. 

 RQ3) Valio, as a Finnish online food social network, was compared to similar 
platforms in other nations, specifically Allrecipes.com (representing American 
food culture) and Kochbar.de (representing German food culture). For 

Kochbar, user activity features, such as written and obtained ratings/comments, 
as well as the number of recipes uploaded, show reliable results in predicting 

recipe popularity. In contrast, Allrecipes demonstrates a greater influence of 
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innovation features, including recipe innovation and ingredient popularity, as 
well as visual features like image saturation and entropy, on the popularity of 

its recipes. In the case of Valio, the number of ratings and comments received 
by users emerges as the most influential factor in determining a recipe's rating.  

 RQ4) The health quality of the recipes on the Valio website generally falls 
within the medium range based on the FSA score. Interestingly, our analysis 

indicates that users' average ratings tend to be higher for recipes that are 
categorized as less healthy. This finding suggests a potential unhealthy 
tendency of Finnish users' taste, highlighting an intriguing area for further 

investigation. 

4.1. Limitations and Future Works 

Recognizing certain constraints arising from the varying approaches and paradigms 
within the examined online recipe communities is crucial. The findings presented in 
this context are specific to the datasets available from the Valio website. Therefore, 

further investigations are imperative to ascertain the broader applicability of these 
findings. The chosen features for predicting recipe popularity align with established 

best practices in the field and are anticipated to generate dependable results. Another 
limitation arises from the temporal aspect, specifically concerning recipe publicat ion 
dates and received ratings. Notably, the most accurate classifiers tend to exhibit lower 

accuracy between 2010 and 2014, possibly due to evolving user preferences over the 
past decade in Finland. 

Potential future applications encompass the development of health-consc ious 
recommendation systems or tools aiding users in recipe uploads. Such systems could 
provide recommendations for adjusting recipe attributes to maximize their future 

popularity. Moreover, the inclusion of visual features derived from the images 
associated with each recipe could enhance the classification process. Additiona lly, 

large language models can be harnessed to extract valuable insights from user 
comments on each recipe, beyond the current utilization of sentiment score averages. 

Moreover, Explainable prediction models can be considered as another research 

direction for the future works. Explainable AI (XAI) has emerged as an indispensab le 
tool in the realm of recipe popularity prediction within Finnish social media. In a space 
where cultural nuances and evolving food trends significantly influence users' 

preferences, understanding the 'why' behind a prediction is as vital as the prediction 
itself. With XAI, data scientists and researchers can decipher the intricate features -

from ingredients, preparation techniques, to seasonality- that drive a recipe's virality. 
This not only enables content creators to tailor their offerings more effectively but also 
instills trust among users, as they gain transparency into how certain recipes gain 

traction.  In the dynamic landscape of Finnish food social media, the clarity provided 
by XAI stands as a beacon for stakeholders at every level. XAI demystifies complex 

algorithms and sheds light on the intricate relationships between various data points. 
By offering transparent and interpretable predictions, it empowers content creators, 
influencers, and marketers to fine-tune their strategies, ensuring their offerings 
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resonate with the Finnish palate. As consumers become more discerning and curious 
about the content they consume, the ability of XAI to provide clear rationales behind 

recipe popularity predictions further enhances credibility and trust. Moreover, it 
facilitates proactive adjustments in response to real-time feedback, fostering a more 

responsive and interactive digital ecosystem. In essence, as Finnish culinary trends 
evolve, Explainable AI serves as both a compass and a map, guiding stakeholders 
through the intricate maze of audience preferences and ensuring continued relevance 

in a competitive space. 

Furthermore, an analysis of recipe tags (Table 5), of which 171 unique tags were 

identified among the retrieved recipes on the Valio website, offers a promising avenue.  
Tags in social media posts serve as pivotal elements that play a multifaceted role in 
shaping the online landscape. These small, but impactful, textual markers, often 

referred to as hashtags or simply tags, serve several crucial purposes. Firstly, they 
enhance content discoverability by categorizing posts into relevant topics or themes, 

facilitating the process of content search and exploration for users. Tags also foster 
engagement and participation by enabling users to join conversations and communit ies 
centered around shared interests. Moreover, they amplify the reach of posts by 

increasing their visibility to a broader audience, potentially extending the impact of 
the content. For content creators and marketers, strategic tag usage can significantly 

enhance the effectiveness of social media campaigns by targeting specific 
demographics and trends. In essence, tags in social media posts bridge the gap between 
content creators and consumers, promoting interaction, discoverability, and the 

dissemination of ideas, making them an indispensable component of the social media 
ecosystem. Exploring the individual impact of each tag on recipe ratings presents an 

intriguing research opportunity. 
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Table 5- Most frequent tags in Valio recipes. 

Tag Frequency 

Vegetable 12% 

Gluten free 9% 

Plenty of protein 7% 

Low-lactose 6% 

Lactose free 6% 

Christmas recipes 4% 

Harvesting 3% 

Oven dishes 2% 

Less salt 2% 

Lighter 2% 

Salads 2% 

New Year 1% 

Soups 1% 

Cheesecakes 1% 

Savory pies 1% 

Eggless 1% 

Breads 1% 

Nut recipes 1% 

Cocktail pieces 1% 

Christmas pastries 1% 

Casserole 1% 

Rice recipes 1% 

Tuna recipes 1% 
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6. APPENDICES 

6.1. Logistic Regression Classifier SHAP Values 

 
Figure S1- The importance of futures in Logistic Regression classifier. 

 
Figure S2- The importance of futures in Logistic Regression classifier when rating 

count and comment count are excluded. 
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6.2. Random Forest Classifier SHAP Values 

 
Figure S3- The importance of futures in Random Forest classifier. 

 
Figure S4- The importance of futures in Random Forest classifier when rating count 

and comment count are excluded. 
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6.3. Gradient Boosting Classifier SHAP Values 

 
Figure S5- The importance of futures in Gradient Boosting classifier. 

 
Figure S6- The importance of futures in Gradient Boosting classifier when rating 

count and comment count are excluded. 
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