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ABSTRACT

The feeling of presence is an important factor to consider when developing
virtual experiences. Understanding the aspects that contribute to presence
can give us better ideas on how to design and implement virtual reality (VR)
applications. Previous studies have shown that presence involves a person's sense
of being in a virtual environment (VE), and how genuine the events taking place
there feel, often referred to as place illusion (PI) and plausibility illusion (PSI)
respectively. According to previous studies, we need both PI and PSI to elicit
realistic responses.

This thesis is a pilot study that explores the impact of PSI on people's realistic
responses in a stressful VE by introducing an unrealistic event that breaks PSI
while still maintaining PI.

To achieve this, a pit-room experiment was implemented and the users'
physiological changes, speci�cally heart rate, were analyzed while performing an
interaction task under two conditions: one with the unrealistic event (non-scary)
and one without (scary). In both conditions, the participants were tasked to drop
bottles down the pit, however, in the non-scary condition, the bottles would �oat
in the air rather than drop to the bottom.

A within-subjects study was conducted on 20 participants with 2 sessions each.
Participants' responses were recorded using electrocardiogram (ECG) devices
and questionnaires. Although the �ndings didn't produce signi�cant differences
between the two conditions, the physiological data presented a trend according
to which the unrealistic event in the non-scary condition appeared to calm
participants slightly. These results give further insights into the effects of PSI
in a VE and provide a basis for conducting further con�rmatory studies on this
topic.

Keywords: place illusion, plausibility illusion, virtual reality, avatar embodiment,
unreal engine, full body motion capture
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1. INTRODUCTION

1.1. Background

With the latest advancements in game engines, developing a high-quality virtual
environment (VE) with realistic graphics has been made easier. Designing an
immersive virtual reality (VR) experience requires certain aspects that contribute to
how present a user feels in an environment and how they respond to the events that
may occur there. That feeling of presence is an important factor to consider when
developing a VR application and the best way to assess how realistic an environment
is is by analyzing which components cause users to demonstrate realistic responses
through their physiological measures, including a change in heart rate (HR). These
realistic responses are needed in many VR application areas that simulate empirical
experiences for users such as in rehabilitation and exposure therapy [1]. To understand
the feeling of presence, we need to recognize the elements that it is comprised of, and
what makes the experience feel real [2].

Slater's widely used model of presence [3] involves two main illusions, namely place
illusion (PI) and plausibility illusion (PSI). PI refers to the sense of a person "being
there" in a virtual scenario even if they know they aren't actually there in real life
[4]. The factors that contribute towards eliciting PI are related to the sensorimotor
contingencies that the VR system supports (i.e. turning your head to change your
gaze direction); this makes the users feel like they are there [4, 5]. PSI refers to a
person's sense that the events occurring in that scenario are real, and this relates to
how a situation that takes place in the environment could make the scene feel real, i.e.
the overall credibility of the virtual scenario [4]. According to Slater's model, both
illusions are needed to evoke realistic responses from the users [4].

The current problem from previous research is that we don't really know whether PI
and PSI are independent, how to measure them independently, and whether there are
factors that contribute to both PI and PSI [2]. By knowing which elements contribute
to those illusions, we can investigate how much of an impact they have on a person's
responses.

1.2. Research Topic

This is a pilot study that revisits the pit room experiment performed by Meehan et.
al. [6] to determine if both PI and PSI are needed to bring about realistic responses
from users by introducing an event in the virtual environment that breaks the PSI,
while still maintaining the PI. Slater et. al. [4] claim that a combination of PI and PSI
may induce realistic responses from participants, so we want to test that hypothesis by
designing an experiment in which we manipulate one illusion (PSI) but not the other
(PI). We hypothesize that once a PSI-breaking event occurs in the virtual scenario,
it would cause a decrease in a person's physiological responses. The idea is that
participants would be asked to perform an object interaction task in both the normal
and stressful scenarios, while their physiological data (heart rate) is measured. In one
of the experiment sessions, a PSI-breaking event is introduced during the stressful
scenario to observe whether the event had an effect on their responses.
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1.3. Thesis Structure

This chapter brie�y introduced the background and the research topic of this thesis.
Chapter 2 examines the related topics of this thesis and its concepts from previous

works and literature. These topics include the de�nitions of presence and its illusions,
how PSI can be broken, the use of virtual bodies in VR, the types of virtual
environments used in previous research, and the problem of quantifying presence
illusions.

Chapter 3 demonstrates how the proposed solution was implemented using several
development tools, presents the system's structure and design considerations, and
mentions how the project was tested on participants using different measurements.

Chapter 4 displays the results obtained from testing the project on human subjects
and details the methods used to analyze the retrieved data.

Chapter 5 discusses the analyzed results, acknowledges the challenges of the project,
and suggests how it could be improved for further studies.

Lastly, Chapter 6 gives a summary of the thesis, highlighting its approach and
�ndings.
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2. RELATED WORK

This section discusses the concepts that are related to this research topic, starting with
the de�nitions of presence, PI, and PSI, and how they can be altered. The section
discusses how virtual body representations relate to the presence in VR systems and the
types of virtual environments that can be used when analyzing the effects of presence.
Finally, we discuss some issues related to measuring presence.

2.1. Presence

Presence is described as the phenomenon and feeling of being in a virtual environment
created by computer display systems such as VR [6, 7]. Even though users are
aware that the events and situations depicted in the VE are not real, they tend to
exhibit realistic responses because of the perceived realness that presence delivers.
Presence usually exists in a VE when both PI and PSI are in effect, this requires
the VR experience to include bothimmersiveand coherentcharacteristics. The
external factors that contribute to presence are provided by the immersive VE, such
as environment interact-ability, consistency, high quality and resolutions, and virtual
body representation [8]. The internal factors that contribute to presence relate to how
people respond to the stimuli in the VE [8]. PI is closely related to the immersive
characteristics, while PSI is closely related to the coherent characteristics of an
environment [9].

2.1.1. Place Illusion and Immersion

PI has been de�ned as the sensation of being in the place depicted by the virtual
environment [10, 4]. VR uniquely delivers PI through its immersive features; these
immersive features are ones that support the users' natural sensorimotor [4]. Some
of those important parameters of immersion in a VR system include the �eld-of-
view (FOV), render quality, frame rate, the extent of tracking, the range of sensory
modalities, and the latency of user interactions with other objects [7, 4, 5, 10]. VR has
been used as a feasible assessment instrument for experience-based applications that
need a high sense of presence and immersion [11, 12]. Slater et al. [3] stated that if PI
gets broken, it is likely to reform after a while.

2.1.2. Plausibility Illusion and Coherence

PSI has been de�ned as the illusion that the events occurring in the VE are real [10],
and it can be depicted by the perceived realism and consistency of a virtual scenario
[13, 9, 2]. Slater et al. [3] also stated that it is unlikely to reform if PSI gets broken.

Some characteristics of a plausible environment are the dynamic changes in lighting
and sound, its reactivity to the user's actions, and the credibility of its design that is
comparable to real-life scenarios [3]. In earlier studies, a high level of illumination
realism has also played a crucial role in enhancing PSI in an environment [10].
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There appears to be some inconsistency regarding the usage of the term 'plausibility'
in VR literature. For example, Slater's PSI speci�cally refers to the subjective
sensation when events in VR appear to occur to the user itself [3]. In other literature,
plausibility also refers more generally to the extent the virtual events match the
expectations of the user.

For example, according to Hofer et. al. [13], an environment can exhibit two types
of plausibility:

• Internal plausibility describes how consistent a VE is within its context with
the expectations being based on the logic of the given scenario.

• External plausibility describes how consistent a VE is compared to a real-world
scenario and its expectations.

Skarbez et. al. [9] present the term "coherence", which refers to the aspects of
the VR experience that speci�cally contribute towards PSI; coherence describes the
internal logic and behavioural consistency of the virtual experience. An unrealistic
or �ctional event could still exhibit coherent behaviour, if the context of the virtual
experience matches the user's expectations. For example, if someone plays a superhero
game and sees a character shoot energy beams from their hands or lift a large, heavy
object, it would not be seen as unrealistic because it would �t into the theme and
context of the experience.

2.2. Breaking Plausibility

Breaking PSI deals with how components and events in a VE don't behave as expected
within the context of the given environment (internal plausibility) [9], and based on
real-life experiences of the given environment (external plausibility) [14]. Research
suggests that PSI doesn't necessarily have a signi�cant impact on PI as users would
feel equally present in plausible and implausible VEs [15]. This could be a result
of introducing stronger immersive aspects, that are associated with a higher reported
presence, to the VE [13]. These aspects include adding physical haptics, visually-
realistic elements, and spatially-accurate audio.

Since coherence can be based on the prior knowledge and experiences of the users,
it forms their expectations of a VE. A break in presence (BIP) introduces an event that
breaks the expectation of a scenario, such as a sudden failure of a presence-inducing
factor which can be observed by a user [3]. Hofer et. al. [13] suggest the subtle factors
that may trigger a BIP include the use of invisible �oors or walls, �oating objects,
and unrealistic co-player behavior in cases where there are other characters or users in
the scene [13]. Developers can't control the user's expectations, but they can control
how internally consistent the events of the given scenario are, and previous work has
shown that users can be sensitive to small and subtle discrepancies so these can be
intentionally included in the design [16].
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2.3. Avatar Embodiment

Perceiving ourselves as active participants within a virtual world contributes to the
sense of presence [17]. A well-tracked virtual body representation does contribute
to both PI and PSI [10, 18] and can enhance the level of immersion in a VE. This
provides the illusion, through the sensorimotor contingency actions [4], that a person
can see a model of themselves performing actions that could in�uence what happens
in the environment, which can lead to a higher sense of both PI and PSI [14]. Utilizing
a complete virtual body that can move around an area also increases the user's sense
of presence in VR [7, 19]. To produce a virtual body representation in a virtual world,
the real body movements of the participant would be mapped onto the virtual body
using motion controllers and trackers attached to the participant [8]. Slater et. al.
[20] illustrate that when the users are able to move around and see their virtual body
in the �rst-person perspective (1PP) corresponding to those movements, their sensory
dissonance is reduced and their visuomotor synchrony is enhanced [3, 21].

2.4. Measuring Presence

Presence remains a centrally important idea in the development and evaluation of
virtual environments [9], and is thought to be a subjective and internal feeling
experienced by different people, which makes it dif�cult to measure. Self-reporting
methods, such as questionnaires and users' comments, tend to produce more subjective
responses while physiological measures, such as tracking an individual's heart rate
or skin conductance, produce more objective responses [9]. The optimal way
to measure presence is to combine self-reporting methods with physiological or
behavioral methods, as questionnaires can't solely be used to measure presence as
it may depend on the user's own perceptions and opinions on the VE [22, 23]. Meehan
et. al. (2002) [6] hypothesized that a realistic and quality VE would effectively
evoke physiological responses similar to responses evoked by the corresponding real
environment. Moreover, a scenario that reportedly increased the presence experienced
by the participant was when they performed a task over a narrow ledge over a cliff or
when they moved across a visual cliff, as it yielded strong physiological measures and
reactions from the subjects [20]. Similarly, a pit-room study by Zimmons et. al. [24]
suggested that the participants' sense of danger in a pit room outweighed the varying
lighting and texture properties in the VE.

Arousal-inducing stimuli have been found to cause a larger increase in heart rate,
thus making it an ideal aspect to consider when designing an experiment to objectively
measure presence using physiological measurements [9, 25], and when investigating
the factors of PI and PSI separately [2]. If the participant is asked to perform a non-
stressful task or a task that involves physical exertion while in a stressful environment,
it may be dif�cult to differentiate between the effects caused by the stressful stimulus
and the effect caused by the exertion when analyzing the heart rate data [9]. Gradual
transitions between different scenarios in an environment have been shown to increase
the participant's sense of presence, rather than putting them straight into the stressful
scenarios [26]. Therefore, it is best to design a task that can be performed in the non-
stressful, training scenario as well as the stressful scenario, so that the readings from
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the training task can be used as a baseline measurement when comparing the effects
caused by the stressful scenario.



13

3. IMPLEMENTATION

This section includes the development process of this project, the structure of the
virtual environment and the design aspects that were considered for it, and how the
system was tested on participants and the measurements used for the experiments.

3.1. Development Tools

3.1.1. Software

Unreal Engine (UE) version 5.0.3 was used to design the VE for the experiment and
import assets and plugins for VR. The majority of the project was implemented with
UE's visual scripting language called Blueprints [27], which made the development
process faster since there was not much code to write. Eventually, C++ was used to
create custom UE5 blueprints that were needed for loading and reading external text
�les containing the project settings. Most of the assets, especially the meshes, were
imported from free asset packs found in the UE Marketplace [28], as well as the starter
content and the VR template project found in UE5. Some of the materials used for the
curtains and carpets were created based on downloaded textile textures.

SteamVR connected the motion trackers and controllers to the game engine. Oculus
VR plugins were also installed on UE to make the project compatible with the Oculus
Quest 2 headset.

Vive Mocap Kit is a UE plugin for real-time motion capture in VR. The virtual
characters were downloaded from Adobe's Mixamo platform [29] and were used
for virtual body representations. Each of the characters and their animations was
retargeted to work with the Vive Mocap Kit.

Git and GitHub were used for version control, where the major updates or
deliverables were uploaded to GitHub, excluding the larger assets that took up storage
space, such as materials and textures. JIRA Software and Con�uence were used for
project management and documentation throughout development.

3.1.2. Hardware

To make it VR-compatible, both the Oculus Quest 2 headset (as known as Meta Quest
2) and the Valve Index headset were used during the development. Initially, the Oculus
Quest 2 was used at the start of the project, until it was replaced with the Valve Index
headset and controllers [30]. The reason for this was because the Vive motion trackers
were added to the setup for full-body tracking and they worked better with the Valve
Index than the Oculus Quest 2. The Valve Index head-mounted display (HMD) and
Vive motion trackers required at least two base stations that were set up on tripods in
the lab, and the HMD's long cable was held up by a hook and adjusted according to
the user's height.
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Algorithm 2. Next Avatar
Input : current avatar indexi; sorted list of avatarsavlist of sizen
Output: updated current avatar indexj

1 j  i + 1
2 if j < n then
3 currentAvatar  avlist[j ]
4 leftAvatar  avlist[j � 1]
5 if j + 1 < n then
6 rightAvatar  avlist[j + 1]
7 end
8 else
9 rightAvatar.setVisibility (false)

10 end
11 return j
12 end

The user would then press A on their controller to select their desired avatar and
move to the Calibration stage.

Calibration

This stage comes after the user selects their avatar and it is situated in the middle of the
living room. There is a large mirror in front of the user, and a character standing in a
T-pose towards the front-left of the user. This character is used as a reference to show
the user how to stand in a T-pose. Here, the user would calibrate their avatar to match
their own body according to where their controllers and body trackers are. The Vive
Mocap Kit (VMK) plugin provides prede�ned con�gurations for calibrating the user
according to the mapping of the motion trackers in SteamVR, where each tracker is
assigned to a role relating to where its placed on the user. Additionally, VMK handles
the IK on all the characters, including the Finger IK Solver which allows the avatar's
�ngers to bend according to the grip pressure on the controllers.

To calibrate, the user has to face forward and stand in a T-pose on the colored foot
markers and then press the Right Trigger on their controller to begin the calibration
process. Their avatar would spawn in front of them so they have to adjust their body to
stand roughly inside of the avatar. The avatar has main skeletal bones (head, elbows,
hands, pelvis, knees, and feet) which are attached to the closest tracker or controller
when the user stands in a T-pose. The minimum number of motion trackers required
for full-body tracking with VMK is three, placing one around the user's hips or pelvis
area and placing the other two on the user's feet [31]. The HMD tracks the head while
the controllers track the hands. The controllers and trackers were assigned device
IDs at run-time corresponding to a prede�ned tracker sequence given in the VMK
con�gurations. Switching on the controllers and trackers in the correct sequence was
crucial because they would end up being mapped to the wrong bones on the avatar,
thus messing up the calibration. To �x this, an enumerator containing possible tracker
sequences was created and assigned based on the trackers that were used. If, for
example, the trackers were turned on in this order: left foot, right foot, pelvis, then
the enumerator value would be "LFoot, RFoot, Pelvis", but if different trackers were
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3.4. Measurements

In this experiment, we measure the effect of plausibility in a stressful environment
by using questionnaires and recording the physiological data from participants.
Questionnaires are answered by the user before and after the experiment was
conducted, while their physiological data is recorded to get their responses during the
experiment.

3.4.1. Questionnaires

Questionnaires are widely used to get the opinions of participants about the factors
that may have contributed to presence [3]. It provides a way for users to self-report
their experiences in the experiment with guided questions relating to a topic, and open
questions for their comments. Two questionnaires are used in each experiment, starting
with the background questionnaire which is completed before the VR experiment, then
the post-experiment questionnaire. These questionnaires were compiled on Webropol
3 and �lled in on a computer by the participant.

Background Questionnaire

This questionnaire gets demographic information from the participant and their
previous experiences with video games and VR systems, as this may affect how they
perform in the experiment.

Post-Experiment Questionnaire

This questionnaire collects data related to PI, PSI, avatar embodiment, and emotions.
The Self-Assessment Manikin (SAM) scale is a non-verbal pictorial assessment

scale used to rate a person's emotional reaction to a given stimulus [34]. Three scale
components are used to evaluate the participant's feeling towards the pit room:arousal,
dominance, andvalence. Arousal examines how much the pit room experience incited
an emotion (e.g. fear, stress, or panic). Valence examines whether the pit room
experience incited a positive or negative emotion. Dominance examines whether the
participant felt "in control" in the pit room experience [35]. These emotional states
are depicted as bipolar; for example, the valance emotion state can range from "very
happy" to "very unhappy" according to the pictorial representations [36]. The SAM
questions are found at the beginning of the post-experiment questionnaire to assess the
participant's immediate emotional reaction to the pit room experience. There are PSI
questions on whether the disruptive event was effective in changing the plausibility of
the environment. To analyze the participants' level of PI, six questions from the widely
used Slater-Usoh-Steed (SUS) questionnaire [8] were used in this questionnaire. Some
of the questions from Peck et. al.'s Avatar Embodiment questionnaires [37, 38] were
utilized and adapted to this study. These questions ask the participants about their
avatar choices and movements, and if they played a role in being immersed in the
scenario. The full post-experiment questionnaire can be found in the Appendix.

3http://webropol.oulu.�/
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3.4.2. Physiological Measures

From the various physiological measures like heart rate, skin temperature, and skin
conductance, monitoring the change in heart rate performed the best as it consistently
differentiates between conditions with more sensitivity and statistical power. The
objective nature of physiological responses naturally shields them from both subject
bias and experimenter bias [6]. As aforementioned, combining questionnaires and
physiological measures provide an optimal way to measure presence since the
physiological measures correlate with the self-reported measures [9]. When a person
is in a scary (or stressful) situation, they tend to have an increased heart rate. If a
disruptive event occurs and makes the situation less scary or stressful, we predict that
the person's heart rate would decrease. Therefore, we need to observe the average
heart rates, in beats-per-minute (BPM) [39], at different points of the experiment to
see whether the disruptive event caused a change in heart rate.

Recording Electrocardiogram (ECG) Data

BIOPAC Systems, Inc. has a range of ECG devices that can be used to monitor a
person's heart rate and respiration. Since this VR experiment requires a participant
to move around an area and perform a task, it is best to use their wireless
devices so the BioNomadix® 2-channel Wireless ECG Transmitter (BN-ECG2-T) and
BioNomadix® Wireless Wearable Physiology Logger (BN-LOGGER) were used for
this project (Figure 14).

The transmitter is strapped around the participant's torso and an electro-lead with 3
pinch-leads (BN-EL45-LEAD3) connects the three electrodes to the transmitter. The
electro-lead has 3 pinch leads that snap onto the electrodes. The red cable is the positive
(+) lead, the white cable is the negative (-) lead and the black cable is the lead for
ground (GND). The electrodes act as the connector between the participant's skin and
the ECG tracking device. This experiment used the Lead I con�guration where the
positive electrode lead is placed under the left clavicle, the negative electrode lead is
placed under the right clavicle, and the ground electrode lead is placed near the last rib
on the right side (Figure 14).

The transmitter records the heart rate at a sample rate of 2 kHz and sends the data
to the BN-Logger. The experimenter can place event markers on the BN-Logger at
different points of the experiment. At the end of an experiment session, the heart
rate data is uploaded from the BN-Logger to a computer using BIOPAC'S software
called AcqKnowledge®. AcqKnowledge® is used for the acquisition and analysis of
physiological data, and it can extract the heart rate values in BPM from the ECG data
and label event markers for further analysis.

3.5. Testing the System

Four pilot tests were done in the UBICOMP XR Lab to test the VR application with all
its required equipment to make sure it was ready for human-subject experiments. It was
imperative that the application was thoroughly tested because any software errors could
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Place Illusion (PI)

Questions 11-16 pertain to the place illusion experienced by the participants, and
these questions were from the SUS questionnaire on presence [8]. For this group of
questions, we tally up the number of questions that were given an answer of 6 or 7
to get a SUS score. The Wilcoxon Signed-Ranks Test was performed on the group of
SUS questions (Z = � 0;407, p = 0;684, dz = 0;091) and indicates no statistically
signi�cant differences between the non-scary (Mean = 3;00, Median = 3;00) and
scary (Mean = 2;90, Median = 3;00) conditions, with about half of the questions
having a high rating (6 or 7) to the presence-related questions. This suggests that the
place illusion was similar in both conditions.

Avatar Embodiment

Questions 17 and 18 asked the participants about their avatar choices and if they picked
their avatar based on their gender and skin tone. These two questions were "Yes/No"
questions, where1 = " Yes" and2 = " No" 85-90 % tried to match the avatar's gender
to their gender, while 40-55 % tried to match the avatar's skin tone to their skin tone.

Questions 19 - 22 asked the participants about how much the virtual body'svisual
features, movements, andtouch resembled their own, and if theyfelt the touch of
the ledge as the virtual body didduring the experiment. A Wilcoxon Signed-Ranks
Test was performed on each of the questions and indicated no statistically signi�cant
differences between the conditions, apart from Q22 (Z = � 1;895, p = 0;058,
dz = 0;424) which shows a trend between the scary (Mean = 4;60; Median = 5;00)
and non-scary (Mean = 3;90, Median = 4;00) conditions based on their medians and
effect sizes. This difference correlates with the answers given in Q18 about matching
their character's skin tone, where they tried to match it more in the scary condition
(Mean = 1;45, Median = 1;00) than the non-scary condition (Mean = 1;60,
Median = 2;00).

4.2. Physiological Data

To compare the changes in heart rate, the recorded data was divided into different
periods using the following event markers:

1. Experiment Start
2. Pit Room Start
3. 1st Bottle Dropped
4. Experiment End

The 1st Bottle Droppedmarker indicates the �rst time the user noticed the PSI-
breaking event (i.e. the bottle �oating in the air). The periods that are considered
based on the event markers are:

1. Training : the period between "Experiment Start" and "Pit Room Start"
2. Pit Room: the period between "Pit Room Start" and "Experiment End"
3. 1st Bottle Drop: the period between "1st Bottle Dropped" and "Experiment

End"
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5. DISCUSSION

This section discusses the results and possible takeaways from the experiments, as
well as the observations and feedback from the participants. As a proof of concept,
these �ndings give us an understanding of the research topic and see if it relates to
previous works. Ultimately, we break down the challenges and dif�culties faced during
development and data collection, and the possible improvements that could be applied
for further studies.

5.1. Results from the Experiments

These experiments served as part of a pilot study so we did not expect statistically
signi�cant differences, but it provides a basis to gather estimates for effect sizes that
can be used for further power analysis. There weren't any differences in the answers
from the SUS questions between the two conditions, which implies that place illusion
was consistent in both conditions. The responses to the SAM scale questions were
generally neutral but their means suggest that the scary condition caused slightly more
arousal in the participants and they felt slightly more dominant and happier. In the
non-scary condition, the bottles didn't drop down the way the users expected them to,
so that could have made them feel slightly annoyed and not in control of the situation
compared to the scary scenario.

Based on the average responses to the plausibility questions, the participants were
more nervous and had a stronger feeling of falling into the pit in the scary condition,
possibly because they observed the bottles dropping all the way down. Even though the
physical ledge haptic increased their sensory stimulation in both scenarios, the pit room
still felt more real to them in the scary scenario. There were no signi�cant differences
when they interacted with the bottles, but they felt as if the bottles followed everyday
logic more in the scary condition, which reinforces the effect the unrealistic event
had in the non-scary condition. The ECG results suggest that the PSI-breaking event
did not have signi�cant differences between conditions but suggest a trend towards
an average decrease in heart rates in the non-scary condition once they observed the
�oating bottles.

When asked what would happen if they walked the ledge, most of the participants
acknowledged that even though they knew they couldn't fall into the pit, they still felt
nervous or scared to do so. Some participants did express that their fear of falling
from the plank was ampli�ed because of the physical wooden platform, so they moved
cautiously and tried not to step over the ledge. The participants that had a fear of
heights felt unsettled during the task so they would move around slowly and usually
remained at the center of the plank. Some participants were still reluctant to move
around the edges even when they saw the �oating bottles. After completing the bottle-
dropping task, most participants attempted to walk over the pit to see if they would
drop down.
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5.1.1. User Feedback

The participants shared their experiences and observations in the post-experiment
questionnaire, and there were some common remarks on the experiment.

Some participants found it more comfortable to kneel while grabbing the bottles
from the buckets. When they �rst noticed the bottles not falling, they were
confused and thought they had broken the experiment or had done something wrong.
Participants could phase through the buckets and tables to grab the bottles and try
to kick the bottles that fell on the ground, so it was suggested that the avatar could
interact with their feet as well if they had more colliders on their hands and feet so they
wouldn't phase through the objects. In some sessions, the alignments of the physical
and virtual ledges were slightly off so the participants would feel the end of the ledge
before the virtual body reached it, and that startled them. Most participants didn't even
notice the visual differences between the two rooms because they were so focused on
the task itself.

5.2. Challenges

5.2.1. Calibration with Motion Trackers

As mentioned in the Structure section, the Vive Mocap Kit (VMK) handles the
calibration process which can be set up automatically or manually using the demo's
GUI menus. We didn't want to have the users calibrate themselves because it takes too
long, so the calibration setups were done in the background once the participant moved
to the calibration stage. Because the trackers were assigned device IDs at runtime, it
messed up the order of the trackers and caused them to track the wrong parts of the
virtual body. In the end, this was �xed by setting the tracker sequence according to the
order in which the trackers were turned on, but it still took a long time to �x during
development.

Additionally, because the project used several characters imported from Mixamo,
they all had to be resized and retargeted to match the con�gurations of the skeletal
meshes used in the VMK project. The Mixamo skeletal meshes had different bone
structures and pivot points, so when they were resized during calibration, it looked
like they were �oating in the air. This was eventually �xed by assigning a button for
the experimenter to drop the avatar back on the �oor after the participant calibrated
themselves.

5.2.2. Bending Thumbs with Hand IK

The VMK plugin has a hand and �nger IK solver that handles all the rotations of the
virtual hands and �ngers. The �nger IK solvers use the �nger's local coordinate system
to determine how each bone is bent (e.g. the possible rotations areX + , X � , Y+ , Y � ,
Z+ , andZ � ). The aforementioned Mixamo characters had different rotations and
�nger bone segments than the default UE mannequin, so a new �nger IK solver had
to be made for each hand of every character. The thumb rotations of the avatars didn't
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match any of the given options so the thumbs would bend in awkward directions, which
could have caused an unintentional glitch that may affect their physiological responses.
The stopgap to this was telling the participants to make a �st when grabbing bottles
with the controllers so that they wouldn't touch the other buttons that made the thumbs
bend, and luckily, the participants didn't really notice the weird thumbs during the task.

5.2.3. Recording ECG Data

A wireless ECG transmitter was used to record the ECG data and send it to the BN-
Logger, and it needed to be in the line-of-sight of the BN-Logger. With this in mind,
all the tasks and interactions in the experiment were placed in front of the participant in
order to keep that line-of-sight with the logger so that there were no long breaks in the
ECG samples. Unfortunately, this wasn't completely avoided as participants would
end up crouching for longer periods when they were near the edges of the ledge, or
completely turn to the side to grab the bottles, thus breaking the transmission of data
to the logger.

5.3. Further Research and Development

Based on the challenges faced and the results from the participants, improvements can
be made to the next iterations of this study.

For the avatar selection stage, the choice of characters could be more diverse in
terms of skin tone, body type, and height, so there's a broader and more accurate
representation of the participants. This could also help in the calibration stage so the
avatars get correctly resized and calibrated. Additionally, the calibration stage could
also be tested on people with different heights.

The hand and �nger IK could be improved and con�gured to accurately bend the
�ngers and thumbs, and have them wrap around the bottles properly instead of phasing
through them. The overall physics and colliders of the avatars can be improved to
properly collide with objects since the avatar only follows the user's movements and
doesn't consider the obstacles in the VE.

The ECG devices can be set up in a way that reduces the loss of data, either by
moving the logger closer to the transmitter, or by using the wired version of the
transmitter. This type of experiment may also require a larger space in the lab so
that people don't hit the tables, chairs, or cupboards.

Lastly, this experiment should be performed on a larger sample size to test if it yields
results with more signi�cant effects and insights on the topic.
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6. CONCLUSION

This thesis serves as a pilot study that explores the topic of place and plausibility
illusion in a virtual environment to see if people can still produce realistic responses
if plausibility was removed while place illusion was maintained. Previous research
has shown how both illusions can be induced, which aspects may in�uence a person's
feeling of presence in a VE, and how presence can be measured to obtain a person's
realistic responses through physiological measures. With those considerations, a pit
room experiment was implemented to produce an immersive, arousal-inducing VR
experience that encompasses the PI and alters the PSI.

This VR study was carried out on 20 participants where they used the Valve Index
HMD and its controllers with Vive trackers for full-body motion capture. They started
in a training room where the user set up their avatar, calibrated it, and performed a task
to practice their controls before they moved into the pit room where they were given
a similar task. The pit room stage was where a PSI-breaking event was introduced
during one of the sessions while their heart rates were recorded using ECG devices.
We considered measuring the participant's heart rate to compare their responses when
notice an unrealistic event during the experiment, and when the experiment takes place
normally, along with questionnaires.

The background questionnaire gauges the user's previous experience with VR and
video games, while the post-experiment questionnaire gathers the users' opinions of
their experience with the concepts of PI, PSI, avatar embodiment, and emotions felt
during the experiment. Even though the questionnaire results of the experiment did not
yield signi�cant differences between the two conditions, there was a small difference
in their recorded physiological data. Further analysis of this data could explore the
signi�cant factors that can be improved for the con�rmatory study of this research.
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