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Abstract

Advanced receiver structures capable of suppressing multiple-access interference in code-division
multiple-access (CDMA) systems operating in frequency-selective fading channels are considered
in this thesis. The aim of the thesis is to develop and validate novel receiver concepts suitable for
future wideband cellular CDMA systems. Data detection and synchronization both for downlink and
uplink receivers are studied.

The linear minimum mean squared error (LMMSE) receivers are derived and analyzed in
frequency-selective fading channels. Different versions of the LMMSE receivers are shown to be
suitable for different data rates. The precombining LMMSE receiver, whichis also suitable for
relatively fast fading channels, is shown to improve the performance of the conventional RAKE
receivers signicantly in the FRAMES wideband CDMA concept. It is observed that the performance
of the conventional RAKE receivers is degraded signicantly with highest data rates due to multiple-
access interference (MAI) as well as due to inter-path interference.

Based on a general convergence analysis, it is observed that the postcombining LMMSE receivers
are mainly suited to the high data rate indoor systems. The blind adaptive LMMSE-RAKE
receiverdeveloped for relatively fast fading frequency-selective channels gives superior rate of
convergence and bit error rate (BER) performance in comparison to other blind adaptive receivers
based on least mean squares algorithms.

The minimum variance method based delay estimation in blind adaptive receivers is shown to
result in improved delay acquisition performance in comparison to the conventional matched filter
and subspace based acquisition schemes. A novel delay tracking algorithm suitable to blind least
squares receivers is also proposed. The analysis shows improved tracking performance in
comparison to the standard delay-locked loops.

Parallel interference cancellation (PIC) receivers are developed for the uplink. Data detection,
channel estimation, delay acquisition, delay tracking, inter-cell interference suppression, and array
processing in PIC receivers are considered. A multistage data detector with the tentative data
decision and the channel estimate feedback from the last stage is developed. Adaptive channel
estimation filters are used to improve the channel estimation accuracy. The PIC method is also
applied to the timing synchronization of the receiver. It is shown that the PIC based delay acquisition
and tracking methods can be used to improve the performance of the conventional synchronization
schemes.

Although the overall performance of the PIC receiver is relatively good in the single-cell case, its
performance is signicantly degraded in a multi-cell environment due to unknown signal components
which degrade the MAI estimates and subsequently the cancellation efficiency. The blind receiver
concepts developed for the downlink are integrated into the PIC receivers for inter-cell interference
suppression. The resulting LMMSE-PIC receiver is capable of suppressing residual interference and
results in good BER performance in the presence of unknown signal components.

Keywords:blind adaption, channel estimation, interference cancellation, Immse receivers
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1. Introduction

Explosive growth in wireless communications, in conjuction with emerging new
applications, has increased the demand for bandwidth efficient multiple-access
schemes. Traditional wireline networks have already been extended to high-speed
data applications. The inevitable trend also in wireless communications is in high
data rate services. Higher data rates require larger frequency bands for the evolv-
ing wireless communication systems. The lack of spectrum availability is already a
problem in metropolitan areas and the competition for frequencies amongst oper-
ators is becoming more significant. Thus, the worldwide spectrum adminstration
has become one important factor in determing the evolution of the future wireless
communication systems. As the demand for new improved services increases, tra-
ditional receiver techniques become insufficient faced with finite frequency band
availability. For the aforementioned reasons, there is a need for advanced receiver
concepts which are able to increase the capacity of wireless networks. In this the-
sis, some of the new receiver techniques are studied, specifically, receivers based on
multiuser interference suppression and cancellation suitable to emerging wideband
code-division multiple-access (CDMA) systems.

1.1. Code-division multiple-access techniques

There are several ways to allocate frequency spectrum to users [1]. The tradi-
tional approach has been to separate users either in frequency (frequency-division
multiple-access, FDMA) or time (time-division multiple-access, TDMA). Both of
these schemes rely on orthogonal user partitioning in the time-frequency plane
and thus the number of users that can be served is determined by the number of
orthogonal time or frequency slots available. In CDMA systems, all users share
the same frequency band at all times, unlike the FDMA and TDMA systems. In
CDMA, the separation of the users is carried out by assigning each user with a
user specific signature sequence upon which the transmitted data is overlayed. The
separation in the code domain rather than in frequency or time allows us to stretch
the capacity given that there are enough signature sequences for user separation.
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CDMA technology is based on spread specrum (SS) techniques which were first
used in military applications [2]. Their salient features of suppressing intentional
jamming and separating different signals gave the starting point for applying them
to personal communications. The two most common spreading methods for spread-
spectrum communication systems are direct-sequence (DS) and frequency hopping
(FH). In a frequency hopping system, the transmission frequency is changed reg-
ularly according to a pseudo-random noise (PN) sequence. The hopping patterns
of the users are selected in such a way that different users are not likely to trans-
mit simultaneously on the same frequency. While frequency hopping has become
very popular in military applications, direct-sequence has gained more interest in
commercial systems. In a DS system, a high rate pseudo-random spreading se-
quence modulates the data. Due to the high frequency of the sequence, the DS
modulated signal has a much broader bandwidth than the data signal. Hence, the
name spread-spectrum.

A PN sequence for CDMA systems should have an impulse-like autocorrelation
and low cross-correlations with the other users’ codes. Impulse-like autocorrela-
tion of the sequence allows to resolve the multipath signal components and to
combine them in the RAKE receiver [3]; this is especially beneficial in frequency-
selective fading channels. The low cross-correlations would limit the interference
from the other users. A low interference level can be maintained only by accurate
transmission power control of all users. Power control is the most vital require-
ment for the conventional DS-CDMA receivers. Inaccurate power control causes
the phenomenon referred to as the near-far problem (NFB), which means that
a weak user’s signal is buried by the multiple-access interference (MAI) caused
by stronger users’ signals. Even a small amount of MAI can drastically degrade
the performance of conventional single-user receivers [4]. The shortcomings of the
conventional receivers have given rise to efforts to enhance receiver performance in
the presence of multiple-access interference. The so-called multiuser interference
suppression or cancellation receivers [4, 5, 6] utilize the interference structure in
order to improve receiver performance and system capacity.

1.2. Evolving CDMA systems

The third generation worldwide system for wireless land-mobile communications
is being standardized by the International Telecommunication Union (ITU). The
standardization process in Europe has been co-ordinated by the European Telecom-
munications Standards Insitute (ETSI), where the Special Mobile Group 2 (SMG2)
was set up to validate different proposals in order to specify the ETSI UMTS (Uni-
versal Mobile Telephone System) Terrestrial Radio Access (UTRA) system. The
following options [7] were considered for the UTRA concept: wideband CDMA
(WCDMA), OFDM (orthogonal frequency-division multiplex), wideband TDMA,
hybrid TDMA-CDMA and ODMA (opportunity driven multiple-access). Exten-
sive evaluations were followed by a final selection. The wideband CDMA concept
was selected as the third generation standard in Europe [7] for the frequency bands
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allocated to frequency-division duplex (FDD) services, whereas the TDMA-CDMA
hybrid concept was chosen for time-division duplex (TDD) services. In this thesis,
only the WCDMA related issues are studied.

The WCDMA concept has mainly been influenced by the European FRAMES
(Future Radio Wideband Multiple Access Systems) project and the wideband
CDMA concept (FRAMES multiple access mode 2, FMA2)! developed therein
[8], as well as the WCDMA proposal by NTT DoCoMo [9]. FMA2 [8, 10] is a
wideband CDMA radio-access concept that has been designed on the basis of the
UMTS requirements and the flexibility needs of third generation cellular services.
The main features of the FMA2 concept may be summarized as follows.

e Variable data rates from 16 kbit/s to 2 Mbit/s are supported.
e Possibility for packet access.

e High initial capacity and coverage with support for future capacity and cover-
age enhancing technologies, such as smart antennas and multiuser receivers.

e Asynchronous network topology.
e Fast power control for both uplink and downlink.
¢ Coherent receivers both at base stations and mobile terminals.

The FMA2 concept has been designed to faciliate advanced receiver techniques,
such as smart antennas and multiuser detection, both in the uplink and in the
downlink. This is possible due to the relatively short spreading sequences (256
chips) used. One of the main differences between the WCDMA proposal and the
FMAZ2 concept is the long spreading sequences (40960 chips) and pilot symbols
instead of the pilot channel in the downlink of the WCDMA system. Fast power
control is used in both the uplink and downlink in both systems. The power control
may cause a near-far problem in the downlink, whereas it is used to counteract
the near-far problem in the uplink. The use of mixed data rate services with
different quality-of-service (QoS) requirements also causes a near-far problem for
low data rate users. In order to avoid performance degradation due to downlink
power control and mixed services, near-far resistant receivers can be used. Different
receiver techniques for CDMA systems are briefly reviewed in the following section.

1.3. Review of earlier work

Communications in fading channels has been studied intensively since the sixties
[11]. Channel modelling [12], optimal single-user communication receivers [13],
optimal [14, 15] and sub-optimal multiuser communication receivers [16], diver-
sity techniques [11], receiver synchronization [17], advanced signal detection and

1Hereafter the wideband CDMA component in the UTRA concept is denoted by WCDMA
and the FRAMES wideband CDMA proposal by FMA2. See Appendix 1 for other definitions.
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estimation schemes [18, 19], interference rejection [20], adaptive signal processing
methods [21], multiple-access schemes [1], spread-spectrum techniques [2], modu-
lation schemes [22], coding methods [23], network protocols [24] and many other
aspects are well documented in existing literature. The emerging CDMA systems
require advanced receiver concepts, most of which have been developed in recent
years. In this section, the most relevant topics in the area of receiver algorithms
for CDMA communications are briefly reviewed. More comprehensive surveys can
be found in [4, 5, 6, 25, 26, 27] for multiuser CDMA receivers and [28] for fading
channel communications in general.

The optimal receiver for single-user communications in multipath channels caus-
ing inter-symbol interference (ISI) is the maximum likelihood sequence detector
(MLSD) [22], which requires that the channel is known. In practice, the channel
must be estimated, and hence the MLSD receiver is decoupled into an estimator
which estimates the received noiseless signal and a correlator, which correlates the
received signal with this estimate [13, 19, 28, 29].

The simplest suboptimal single-user receivers for DS systems are the correla-
tion receivers [2]. The most widely used receiver in CDMA systems is the RAKE
receiver, which consists of a bank of correlators to receive several multipath com-
ponents [3]. Coherent, differentially coherent, or non-coherent RAKE receiver
structures can be used depending on the bit error rate requirements and signaling
formats. Usually maximal ratio combining (MRC) is used with coherent RAKE re-
ceivers, whereas equal gain combining (EGC) is more favourable with differentially
coherent and noncoherent RAKE receivers. The third generation CDMA systems
support coherent RAKE receivers both for uplink and downlink [30], whereas,
either noncoherent or differentially coherent RAKE receivers are used in second
generation CDMA systems [31] at base station receivers.

Channel estimation is one of the most important issues with coherent RAKE
receivers. Channel estimation includes delay estimation and channel complex coef-
ficient estimation [17]. Several synchronization schemes for initial spreading code
timing acquisition have been reported, see [2, 32, 33, 34] and references therein.
The spreading code timing tracking has been studied for additive white Gaussian
noise (AWGN) channels in [2, 35], for multipath channels in [36, 37], for fading
channels in [36, 38], and for multiuser communications in [39]. The channel com-
plex coefficient estimation [17] in RAKE receivers has been studied for single-user
communications in [28] and for multiuser communications in [25, 40]. Different
methods for carrier frequency synchronization, which is important with mobile-
satellite systems based on low earth orbit (LEO) satellites, have been presented in
[17, 41].

Verdu derived the optimal MLSD receiver for multiuser CDMA communications
[14]. Due to its high complexity, several suboptimal receivers have been proposed
(see the literature reviews [4, 5, 6, 42] and references therein). The suboptimal
receivers can be categorized in several ways, but the most suitable for the purposes
of this thesis is to divide them into linear equalizer type receivers and interference
cancellation type receivers.

The linear multiuser interference suppression receivers are based on general
equalization techniques [22, 43]. The conceptually simplest linear multiuser re-
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ceiver is the zero-forcing equalizer (often called decorrelator) both for multiuser
and inter-symbol interference, which has been studied for AWGN channels in
[44, 45, 46, 47, 48, 49], for fading channels in [25, 26, 44, 50, 51, 52], with adap-
tive antennas in [53, 54, 55, 56, 57, 58, 59], with multiple data rates in [60, 61],
with delay estimation errors in [62, 63, 64], with finite length equalizer effects in
[25, 46, 65, 66, 67], and decorrelators for the hybrid TDMA-CDMA third genera-
tion system in [26, 55, 56].

Another popular linear multiuser receiver is based on linear minimum mean
squared error (LMMSE) equalizers [22]. The LMMSE receiver is equal to the
linear receiver maximizing the signal-to-interference-plus-noise ratio (SINR) [68].
Centralized LMMSE receivers have been proposed for AWGN channels in [69],
for fading channels in [26, 70, 71], and for antenna array receivers [55, 56, 72, 73].
Bounds for the near-far ratio and SINR of the LMMSE receiver in AWGN channels
have been derived in [74], and the bit error probability (BEP) has been analyzed in
[75] for AWGN channels and in [76, 77] for fading channels. The LMMSE receivers
with power control are studied in [78], and the LMMSE receivers with the pre-
RAKE idea [79] in [80]. The LMMSE receivers have attracted most interest due to
their applicability to adaptive implementations and single-user receivers. Adaptive
LMMSE receivers for AWGN channels have been considered in [68, 81, 82, 80].
The convergence of the adaptive least mean squares (LMS) algorithm used for
the LMMSE receivers has been considered in [83, 84, 85, 86]. Adaptive LMMSE
receivers in fading channels have been studied in [76, 77, 87, 88, 89, 90, 91]. Coding
with the adaptive LMMSE receivers has been addressed in [85, 92]. Adaptive
LMMSE receivers for packet data communications have been studied in [90, 93].
An improved LMMSE receiver, less sensitive to the time delay estimation errors,
has been proposed in [94]. It is well known [68] that mean squared error and
minimum output energy (MOE) criteria lead to the same receivers in AWGN
channels. Receivers suitable for blind adaptation utilizing the MOE criterion have
been studied for AWGN channels in [95, 96, 97, 98, 99, 100], for flat fading channels
in [101], for non-fading multipath channels in [102] and for frequency-selective
fading channels in [103]. Blind adaptive least squares receivers have been studied
in [101, 104, 105, 106]. A blind receiver performing both the MOE filtering and
timing estimation has been studied in [107]. Adaptive LMMSE and MOE receivers
with differential coding have been studied in [54, 108].

The idea of interference cancellation (IC) receivers is to estimate the multiple-
access and multipath induced interference and then subtract the interference es-
timate from the received signal. There are several principles of estimating the
interference leading to different IC techniques. The interference can be cancelled
simultaneously from all users leading to parallel interference cancellation (PIC),
or on a user-by-user basis leading to successive (or serial) interference cancellation
(SIC). The interference cancellation utilizing tentative data decisions is called hard
decision (HD) interference cancellation and it requires explicit channel estimation.
The soft decision (SD) interference cancellation utilizes only the composite sig-
nal of the data and the channel coefficient and no explicit channel estimation is
needed. Usually the interference is estimated iteratively in several receiver stages,
which leads to the so-called multistage receivers.
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The multistage HD-PIC receiver has been proposed and analyzed for AWGN
channels in [109, 110, 111, 112, 113, 114, 115], for slowly fading channels in [116,
117,118, 119, 120, 121, 122], and for relatively fast fading channels in [40, 123, 124,
125]. The HD-PIC receivers for transmissions with diversity encoding has been
analyzed in [126], for systems with multiple data rates in [127], and with trellis-
coded CDMA systems in AWGN channels in [128]. The application of the HD-PIC
to multiuser delay estimation in relatively fast fading channels has been considered
in [39, 40, 131], and the effect of delay estimation errors on the performance of the
HD-PIC receiver in [132], and to the SD-PIC receiver in [133, 134]. The SD-PIC
receivers with linear data-amplitude product estimation for slowly fading channels
have been considered in [133, 135], and for multi-cellular systems in [136]. The
SD-PIC receivers with soft nonlinearity have been considered for AWGN channels
in [137, 138, 139]. In [140] it was shown that the SD-PIC receiver with an infinite
number of stages is actually a decorrelating receiver. A PIC receiver cancelling
interference partially has been proposed in [141, 142]. In [143, 144, 145, 146] the
expectation maximization (EM) [147] and the space alternating generalized EM
(SAGE) algorithms [148] have been used in deriving different forms of IC receivers.

SD-SIC has been considered in [135, 149, 150], and HD-SIC in [151, 152, 153,
154, 155, 156]. The SIC for multirate CDMA communications has been studied
in [157, 158]. The effect of delay estimation errors to the SD-SIC has been con-
sidered in [134, 159] and to the HD-SIC in [160]. The combination of the PIC
and the SIC receivers has been studied in [161]. Interference cancellation based
on user grouping has been considered for serial interference cancellation in [162],
for parallel interference cancellation in [163, 164], groupwise SIC for multiple data
rates in [165, 166], and for generic multiuser receivers in [167, 168].

Although the research on advanced receiver techniques suitable for CDMA com-
munications is somewhat mature, there are still open problems some of which are
studied in this thesis. The relation between the topics studied in this thesis and
other existing results is discussed in the next section.

1.4. Parallel work and the scope of the thesis

The LMMSE receivers and the HD-PIC receivers are studied in this thesis. The
LMMSE receivers are studied due to their applicability to the downlink receivers.
Receivers suitable to FMA2 downlink and to more general CDMA systems oper-
ating in frequency-selective fading channels are considered. The HD-PIC receivers
are studied due to their applicability to FMA2 and WCDMA base station receivers,
as well as due to previous experience on their performance in fading channels [25].

The precombining LMMSE criterion used to derive downlink receivers results in
robust adaptive interference suppression schemes for relatively fast fading channels.
Related work has been reported in [76, 97]. The approach in [76] has been rather
heuristic, whereas, a theoretical treatment to LMMSE detection in multipath fad-
ing channels with rigorous performance analysis is given in this thesis. Also the
receiver structure is different from the one presented in [76]. In [108] adaptive
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single-user receivers based on differential encoding have been studied both in flat
fading and frequency-selective fading channels. However, since the future mobile
communication systems [7] support the use of coherent rather than differentially
coherent receivers, the schemes presented in [108] are not considered in this thesis.

By using the minimum output energy (MOE) criterion in a constrained opti-
mization problem, blind adaptive receivers are obtained [96]. The main differ-
ence between the precombining LMMSE receivers and the blind adaptive receivers
[95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106] is the optimization criterion
used. The MOE criterion leads to significantly different adaptive implementa-
tions than the modified mean squared error (MSE) criterion used in this thesis.
The blind adaptive receivers have not been studied extensively in fading channels
before.

The bit error probability analysis developed for the precombining LMMSE re-
ceivers has not been presented before in frequency-selective fading channels. The
FMA2 concept downlink performance analysis and the problems related to the
RAKE receivers in the WCDMA system have not been presented earlier.

Synchronization schemes for the precombining LMMSE receivers have been ad-
dressed in [107]. However, no analysis on code acquisition times was given. Furthe-
more the research was carried out only in AWGN channels. The mean acquisition
times in fading channels are analyzed in this thesis. The delay tracking method
for the precombining LMMSE receivers studied in this thesis has not been applied
before to multiuser CDMA communications.

Combination of the decorrelating receivers with antenna arrays in multipath
channels was studied in [54]. In this thesis, similar structures are derived for the
LMMSE receivers. Other related work has been reported in [55, 56, 72, 73].

The uplink receivers studied in this thesis are of the HD-PIC type. A great
deal of similar work for SD-PIC receivers in AWGN channels has been reported in
[133, 135, 141, 142, 169]. Research for the HD-PIC receivers in AWGN channels
has been reported in [143, 144, 146]. Studies for the HD-PIC receivers in fading
channels have been reported in [25, 39, 40, 125, 129, 130, 131] and some of those
results are presented in this thesis. During the time of publishing the results of
HD-PIC receivers, other similar results in frequency-selective fading channels were
not available.

The channel estimator structure used in the HD-PIC receiver studied in this
thesis has been used in single-user receivers in [170] and is modified for the HD-
PIC receiver [40]. The adaptive FIR channel estimation filters were originally
developed for single-user RAKE receiver in [28]. The adaptive IIR filters [171]
have not been used in channel estimation before. The multistage data detection
scheme has been modified from the original version [114].

Delay acquisition with the HD-PIC receivers in fading channels has not been
previously addressed. The PIC based delay tracker is developed in the course of
this work, but the EM algorithm leads to very similar delay estimator [143, 146].
Practical PIC based delay trackers for multiuser receivers have not been studied
before.

The combination of the blind interference suppression schemes and the PIC
receivers, i.e., the hybrid LMMSE-PIC receiver has not been studied earlier. The
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blind interference suppression is used to make the biased MAI estimate due to
unknown signal components smaller. Some methods for bias reduction have been
reported in [141, 142]. The previously known methods are based on some form of
partial interference cancellation [142] where only a fraction of the MAI estimate is
subtracted at each cancellation stage.

The PIC based direction-of-arrival estimator for antenna array receivers is de-
veloped in the course of this work, but the SAGE algorithm leads to a similar
scheme [144].

1.5. Outline of the thesis

Novel receiver techniques to increase overall system capacity have been investi-
gated. The main emphasis has been in validation of the novel receiver concepts
in evolving CDMA systems and the development of the receiver algorithms for
frequency-selective fading channels. Both the downlink and the uplink receivers
are considered. The Roman numerals below refer to the list of contributions.

In Chapter 2, general linear system model is developed for the purposes of
this thesis. The limitations of the conventional RAKE receivers in WCDMA type
systems will also be discussed as a motivation to the rest of the thesis.

Chapter 3, results of which have been presented in Papers X, XI, XIV, XVI,
XVII, XIX, XX and XXV, presents the principles of the pre and the postcom-
bining LMMSE receivers. Bit error probability analysis for both receivers will be
developed. The performance of the conventional RAKE and the modifed LMMSE
receivers will be compared in the FMA2 downlink. The LMMSE receiver principles
are also augmented to the spatial domain.

Chapter 4, results of which have been documented in Papers X - XIII, XXI and
XXV, presents a novel adaptive LMMSE-RAKE receiver. The performance of the
receiver is compared to the performance of other blind adaptive receivers. The
issues related to the adaptive postcombining LMMSE receivers in fading channels
are also considered.

Chapter 5, results of which are presented in Papers XXII, XXIII and XXV con-
siders timing synchronization issues in LMMSE receivers. Delay acquisition based
on the minimum variance method will be studied in the precombining LMMSE
receivers. An improved delay tracking algorithm will be also developed for the
blind adaptive LS receivers.

Chapter 6, results of which are in part included in Papers I - IX, XVIII, XXIV
and XXV, is devoted to uplink receivers based on parallel interference cancellation.
Multistage data detection, channel estimation, delay acquisition, delay tracking,
inter-cell interference suppression and array processing in PIC receivers are con-
sidered.

Chapter 7 concludes the thesis. The main results and contributions are sum-
marized. Open problems are highlighted for future research.



2. Preliminaries

The CDMA system model for the purposes of this thesis is developed in Section
2.1 and the channel models in Section 2.2. The third generation WCDMA mobile
communication system is primarily based on the conventional RAKE receivers.
However, there are some fundamental limitations associated with the conventional
RAKE receivers. These are briefly reviewed in Section 2.3.

2.1. System model

A standard model for an asynchronous DS-CDMA system with K users and L
propagation paths will be considered. The kth user data bits are modulated by
using binary phase shift keying (BPSK) and spread by multiplying the data mod-
ulated signal by a binary pseudo-random noise sequence given by

G-1

se(t) = > sk(G)p(t — 5To), (2.1)

j=0
where G is the number of chips per symbol, i.e., processing gain or spreading
factor, si(j) € {—1,1} is the jth chip of the kth user p(¢) is the chip waveform,
T, is the chip interval, and ¢ is the continuous-time index. It will be assumed that
the length of the PN sequence equals one symbol interval'. Now, the complex
envelope of the received signal can be expressed as

r(t) = i 37 Apb si(t — nT) * ex(t) + n(t), (2.2)
n=0 k=1

1In the FMA2 system the data of the kth user is spread by multiplying the data mod-
ulated signal by a binary pseudo-random noise sequence which consists of the Walsh code
(8[w]k) used for orthogonal channelization and the scrambling code (s[,]) used for the Walsh
code scrambling. The combination of these two codes results in a spreading sequence sg(t) =

;Z? ZJ.G;OI S[wik(9)s[s1(4 + (9 — 1)G)p(t — jTIc), where G is the actual spreading factor used
(the length of the Walsh code), P is the length of the scrambling code, sp,1x(4), s[51(J) € {—1,1}

is the jth chip of codes, and p(t) is the chip waveform.
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where N, is the number of received symbols, K is the number of users, Ay =
\/Ei/T is the received amplitude, Ey/T is the energy per symbol, bsc") is the
nth transmitted data symbol, s(t) is the kth user’s signature signal (in the sequel
fOT |sx(t)|2dt = 1 and the spreading waveform is real valued), T’ denotes the symbol
interval, n(t) is a complex zero mean additive white Gaussian noise process with
two-sided power spectral density o2, * denotes convolution and

Ly
cr(t) =3 )6t — i) (2.3)
=1

is the impulse response of the kth user’s radio channel, where Ly is the number of
propagation paths (here Ly, = L, Y k, for notational simplicity), 05:1) is the complex
gain of the kth user’s [th path during the nth symbol interval (contains also carrier
phases), 71 is the propagation delay and §(¢) is the Dirac’s delta function. The

received signal has the form

Ny—1 K L
r(t) = Z Z Z Akbin)cgc?sk(t —nT — 711) + n(t). (2.4)
n=0 k=1 I=1
The received signal is time-discretized by anti-alias filtering and sampling r(t) at
the rate T, ! = %, where S is the number of samples per chip. The received
discrete-time signal over a data block of IV, symbols is
r=SCAb +n € C5¢M, (2.5)
where
r= [rT(O),. . ,rT(Nbfl)]T € ¢ (2.6)
is the input sample vector with
r\% = |r(ls;(n + yeooyT(ds (N + S y .
a0 T, (nSG + 1 T, (n +1)SG)] € €5¢ 2.7
S = [S(O),S(l),...,S(Nb_l)] c RSGN{,XKLN{,
S(O)(O) 0 0
sM) - :
(0) . .
_ S(D) : 0 (2.8)
0 sM(p) "-. s=1)()
0 0 S(er)(D)

is the sampled spreading sequence matrix, D = [%] 2, T, is the maximum

delay spread,

SM = [s{7),...,s(", ... )] e RSCNxKL, (2.9)

2[.] denotes the ceiling function. In a single-path channel, D = 1 due to the asynchronity of
users. In multipath channels, D > 2 due to the multipath spread. The code matrix is defined with
several components (S(%)(0),...,S() (D)) for each symbol interval to simplify the presentation
of the cross-correlation matrix components.
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where
( OEGN,,XI T" = Od
Bl =
T T T
[[s6(To(SG = g+ 1)s o, s (LSO, 0oy riyea| 5 2 =0,
Sgcnl) = Tkl > 0

T
[O’(I(‘n—].)SG-I—Tk,z)X].’ SE’O'(I‘SG(Nb—n)—Tk‘x)Xl] ? 0<n< Nb -1

T
\ [O’(I‘SG(Nb—].)+Tk,1)X1’ [Sk(TS),...,Sk(Ts(SG—TkJ))]] ) n:Nb—l

(2.10)
where 73, ; is time-discretized delay in sample intervals and
sk = [56(T%), - - ., 56(T, SG)] " € R5C (2.11)
is the sampled signature sequence of the kth user,
C = diag[C(?),...,C(No~1)] ¢ CKLNex KN, (2.12)
is the channel coefficient matrix with
C™ = diag[cl™, ..., c)] € CKLXK, (2.13)
and .
eV = [, ...,c"] " ek, (2.14)
A = diag[A©, ..., A1) ¢ REN KN (2.15)
is the matrix of total received average amplitudes with
A™ = diag[Ay,...,Ag| € RE*K] (2.16)
b=[b"O,. . b W-D]T ¢ ZKNs (2.17)

is the data vector with the modulation symbol alphabet = (with BPSK = =
{-1,1}) and
b™ = ™., b\P] € 2K, (2.18)
and n € C5%M js the channel noise vector. It is assumed that the data bits are
independent identically distributed (i.i.d.) random variables independent from the
channel coefficients and the noise process.
The cross-correlation matrix for the spreading sequences can be formed as

R = STS ¢ RELNoxKLN, (2.19)
R0 ... ROD) Qg ... Oxy
= R(PO - 1797
OKL R(N[,—D,Nb—l)
()I.{L ceo o 0k R(Nr.l,er)
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where

D—j
R0 = 3™ 87 ()8 (i + ), j€{0,...,D}, (2.20)
=0

and R(" 37 = RT(mn—5) | The elements of the correlation matrix can be written
as

R{Y o RO
R(n,n’) _ - E c RKLXKL, (2'21)
R(]’{n”in ) .. Rg?’:["é)
and (n,n') (n,n')
) ngiz'l e Rk?iZ’L
RO =] ¢ . 1 | eRrM, (222)
(n,n') (n,n')
Rk'i,'zirl T Rk&j;c’L
where
SG—1+T]¢,1 T
RO = (T — me))sw (TG — e + (0 —n)SG)) = s, V)
J=Tk,1
(2.23)

represents the correlation between users k and &', Ith and I’th paths, between their
nth and n'th symbol intervals.

2.2. Channel model

The channel coefficient vector

c=[c"®, T, .. TW-D]T ¢ ¢KEN, (2.24)
(n) T(n) TnyyT KL (n) (n) (n)1T L
where ¢\ = [cl yoesCp ] eC and ¢;’ = [ck’l,...,ck’L] e C”, is

assumed to be a complex Gaussian random vector with zero mean and covariance
matrix ¥.. It is assumed that the fading channel coefficients have a zero mean
and variance normalized for convenience so that

L
S E[¢YP] =1, VE. (2.25)
=1

The channel coefficients are assumed to be independent, i.e., E[c%,cifﬁ?] =

E [|ck’l |2] 8.k 01,0 , where 6y, i is the discrete Kronecker delta function®, and E [|ck’l |2]

3

5 _ 1, n=m
M0, n#Em
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is the power of the lth path of user k. The assumption is equivalent to the com-
mon uncorrelated scattering (US) model [22]. The channels are assumed to be
stationary over the observation interval so that the channel autocorrelation func-

tion g (n,n’) = E(Ci"z)cz(z” )) is a function of the time difference n' — n only.

The assumption is equivalent to the common wide-sense stationary (WSS) model
[172]. In other words, the channel autocorrelation becomes

era(i) = B[ ], (2.26)

The stationarity assumption is valid if the vehicle speed does not change during the
transmission. The Doppler power spectrum is assumed to be the classical Jakes’s
spectrum [172, Sec. 5.4], which results in the Clarke’s channel autocorrelation
function

. )
¢1,1(3) = Eflerg[*] To (QWde), (2:27)
where Jj is the zero-order Bessel function of the first kind,

v

=—1*f. (2.28)
Clight

is the maximum Doppler spread, v is the speed of the vehicle, ¢;;45¢ is the speed
of light, and f, is the carrier frequency. The width of the channel autocorrelation
function is called channel coherence time, denoted by T,,;. The coherence time
satisfies Tcon, = 1/f;3. The channel is said to be slowly fading if T,,, > T or
faT < 1, and fast fading if T.op, < T or fyT > 1. In the intermediate case
Teon > T or fgT < 1, the channel will be termed relatively fast fading. This
is often the case in mobile communication systems with high vehicle speeds and
speech services. With higher data rates, the channels are slowly fading, e.g., in an
indoor environment.
The covariance matrix of the channel can be partitioned as (2. = E[cc!])

DINE) Ye@,em 0 B0 o)
zH 3.0 s B ) (M=)
5 - c(0) (1) c e, € CKLNsxKLN,
c — . . . . -
H H
Ec(m,cuvrl) Ecu),c(er) T Xe@y-1)

(2.29)
With the WSSUS channel model, the blocks in (2.29) for the uplink channel can
be expressed as

Y (n) (n+i 0 0
NONES L L
0 Ecgn)’cgn+i) s 0 KLxKL
Ec(n)’c(n+i) = eC ,
0 0 cer B (n) (n4i
L L (™) c(n+D)

(2.30)
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and .
er,1(2) 0o .- 0
0 Sok,2(7') P 0
B ort) = : : . : € ChxL, (2.31)
0 0 e ‘Pk,L(’i)

The downlink channels are same for all users at a certain reception point, e.g., for
the user £ = 1. Hence for the downlink the covariance matrix elements are

Ecgn)’cgn+i) Ecgn)’c:(ln+i) cee chn)’cgnH)
B (m) Jnhi) B (n) ntid) D (m) (n+i)
¢ ¢ ¢ ¢ € ¢ KLxKL
2:c(ﬂ),c(ﬂ-F"i) = eC )
Ecgn)’cgn+i) Ecgn)’cgn+i) s chn)’c§n+i)
(2.32)
and
901,1(1) 0 . 0
0 p1,2(d) - 0
! LXxL
3 () (i) = . . . . € Crxm. (2.33)
1 ™1

0 0 - ()

2.3. Limitations of the conventional RAKE receivers

One of the most important requirements for the UMTS is high and variable data
rate. In FMA2 and WCDMA systems it is possible to increase the data rate
without bandwidth expansion by reducing the spreading factor. This is referred to
as a variable spreading factor (VSF) technique. Alternatively the spreading factor
may remain fixed and the data rate is increased by allocating several parallel
spreading codes, i.e., data channels for the same service. This is referred to as
a multicode (MC) technique. The combination of these two techniques is also
supported, which results in hybrid VSF-MC techniques.

In the first phase of the third generation CDMA systems, the receivers will be
based on the conventional RAKE receivers. From the RAKE receiver perspective,
the multirate techniques are quite different. First, separate despreading devices,
i.e., correlators are needed for each data channel. Hence, the MC technique is more
hardware intensive than the VSF technique. Secondly, the mechanism generating
interference is quite different.

In the VSF approach, the spreading factor can be as small as four in FMA?2
concept. In multipath channels, the small spreading factor will cause so-called
inter-path interference (IPI) due to imperfect spreading sequence autocorrelations.
Due to IPI, multipath components are correlated and some diversity is lost, even
if the ISI was rather small. E.g., if two multipath components are merged to one
propagation path resulting in a single-path channel, there is IPI but no IST and
diversity gain is lost. Hence, although ISI may be negligible IPI can be quite
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large. The smaller the spreading factor is, the larger the loss due to IPI will be.
This phenomenom is illustrated in Figure 2.1. The bit error probability curves
were generated by using the characteristic function method described in Section
3.1.1. Random spreading sequences and one chip delay between the multipath
components was used. As we can see, the performance loss is significant already
at the signal-to-noise ratio (SNR) of 10 dB. RAKE receivers have traditionally
been used [3] in spread-spectrum systems, i.e., in systems with large spreading
factors. The future CDMA systems with relatively small spreading factors result
in significant performance losses in RAKE receivers due to IPI.

With the MC technique, IPI is rather small due to the higher spreading factor.
Instead of IPI, inter-channel interference (ICI) causes performance degradation in
the RAKE receivers in the same way as the multiple-access or multiuser interfer-
ence in any CDMA system. The bit error probability degradation as a function of
the number of parallel data channels is illustrated in Figure 2.2. The parameters
and the analysis method used are the same as in Figure 2.1. The results of Figure
2.2 reveal that although the mechanism for generating interference in VSF and
MC techniques are quite different, the performance is almost the same with both
of them with the same data rate. This can be seen, e.g., by examining the BEPs
with different spreading factors at the level of 102, When the spreading factor is
divided in half, the number of parallel codes channels is also halved to obtain the
same BEP.

The performance is also similar in a near-far situation. The bit error proba-
bilities for different near-far ratios* are presented for a two-user case in Figure
2.3. The near-far resistance is improved approximately by 3 dB when doubling
the spreading factor. The performance will therefore be equal with both MC and
VSF techniques assuming the same energy per information bit.

Based on the bit error performance results of both multirate techniques it can be
concluded that the performance of the conventional RAKE receivers is interference
limited. With the variable spreading factor approach the inter-path interference
limits the performance. With the multicode technique, the inter-channel inter-
ference is the limiting factor and both techniques are sensitive to the near-far
problem when the RAKE receivers are used. Clearly the major problem with the
conventional RAKE receivers is that the performance is degraded as the data rate
increases. The performance degradation can be avoided by using some near-far
resistant receivers.

In the reminder of the thesis, advanced receivers that take into account the
structure of the interference and enhance both the receiver peformance and the
system capacity by suppressing or cancelling the interference will be studied. Re-
ceiver techniques suitable for downlink receivers will be addressed in Chapters 3 -
5 and for uplink receivers in Chapter 6.

4The near-far ratio is the difference between the power of the desired user and an interfering
user.
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Fig. 2.1. The bit error probability degradation of the conventional RAKE
receiver due to inter-path interference in a Rayleigh fading channel with two

paths of the same power as a function of the spreading factor of random se-

quences in a single-user system using BPSK modulation with different SNRs.
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Fig. 2.2. The bit error probability degradation of the conventional RAKE re-
ceiver due to inter-channel interference in a Rayleigh fading channel with two

paths of the same power as a function of the number of parallel data chan-

nels in a single-user system using BPSK modulation with different spreading

factors (2 - 256) at the SNR of 20 dB.
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Fig. 2.3. The bit error probability degradation of the conventional RAKE
receiver due to the near-far problem in a Rayleigh fading channel with two
paths of the same power as a function of the near-far ratio for different
spreading factors (2 - 256) in a two-user system using BPSK modulation at
the SNR of 20 dB for the desired user.



3. LMMSE receivers in multipath fading channels

The conventional approach to reception in CDMA systems is to neglect multiple-
access interference and the near-far problem. This poses tight limits to the system
capacity due to interference even if strict power control is used. Another more
efficient way to detect different users in CDMA systems is based on multiuser
receivers. An optimal maximum likelihood multiuser receiver requires joint esti-
mation of channel parameters and data symbols [25, 129, 173]. Optimal receivers
are far too complex for practical implementations and hence several suboptimal
receivers [4, 5, 6] have been proposed. Most near-far resistant receivers are central-
ized, i.e., all user signals are processed jointly in the receiver. When considering
downlink receivers, only the desired user signal should be demodulated while sup-
pressing the interference due to other users. The linear minimum mean squared
error single-user receivers [68, 81, 82] are one option for the downlink receivers. The
adaptive versions of the LMMSE receivers are usually defined in such a way that
only one user is demodulated, as desired in the downlink. The standard LMMSE
receiver, called postcombining LMMSE receiver in the sequel, [68, 81, 82] mini-
mizes the mean squared error between the receiver output and the true transmit-
ted data sequence. The LMMSE receivers are capable of handling both inter-path
and inter-channel interference under severe near-far situations. The coefficients of
the postcombining LMMSE receiver [68] depend on the channel coefficients of all
users, and hence it must be adapted as the channel changes. If the fade rate of
the channel is fast enough, the standard adaptive LMMSE receivers need to be
updated continuously. Thus, the postcombining LMMSE receivers will have severe
convergence problems in relatively fast fading channels. Nevertheless, they can be
applied if the rate of fading is sufficiently low with respect to the data rate as will
be demonstrated in Section 4.2.

The optimization criterion can be modified to overcome the convergence prob-
lems’ of the postcombining LMMSE receiver. The modified optimization criterion,
which leads to the precombining LMMSE receiver, minimizes the MSE between
the receiver output and the channel coefficient data symbol product for each path.

1Although the term tracking is used to denote the convergence of a time-variant filter, the
term convergence will be used in this thesis.
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Hence it assumes that the channel parameters of the desired user are known or
estimated, as is the case in the conventional coherent RAKE receiver. The pre-
combining LMMSE receiver depends only on the normalized signature sequence
cross-correlations and the average channel profiles of the users. Since the delays
and the average channel profiles change rather slowly, the adaptation requirements
of the precombining LMMSE receiver are significantly less stringent than those of
the adaptive postcombining LMMSE receivers [82]. What is more, the complex-
ity of the conventional coherent RAKE receiver is increased only moderately. The
adaptive implementations of the precombining LMMSE receiver do not necessarily
require training sequences, since the decisions made by the conventional RAKE
receiver can often be used to train the adaptive receiver. Thus, the precombining
LMMSE receiver can be viewed as an add-on feature in the conventional coherent
RAKE receivers.

In this chapter, the precombining LMMSE receiver is derived and its perfor-
mance in fading multipath channels is analyzed. The bit error probability (BEP)
of the precombining LMMSE detector is compared to the BEP of the postcom-
bining LMMSE detector both in AWGN and Rayleigh fading channels. To obtain
more concrete performance figures for the precombining LMMSE receivers, their
performance in the FMA2 downlink will be evaluated.

The rest of this chapter is organized as follows. The principles of the LMMSE
receivers in fading multipath channels are presented in Section 3.1. Bit error
probability analysis for the precombining LMMSE receivers in fading channels
will be developed in Section 3.1.1 and for the postcombining LMMSE receiver
in Section 3.1.2. Numerical results for the LMMSE detectors operating in the
downlink of CDMA systems are presented in Section 3.1.3. The performance of
the conventional RAKE and the modifed LMMSE receivers will be compared in
FMAZ2 downlink in Section 3.2. The LMMSE receiver principles are extended to
the spatial domain in Section 3.3. Results on LMMSE receivers in fading channels
are summarized in Section 3.4.

3.1. Pre and postcombining LMMSE receivers in fading
channels

There are two approaches which may be employed for linear multiuser detection
in multipath channels. Multiuser filtering can take place either after multipath
combining or prior to it. In other words, the multiuser receiver can be either a
postcombining interference suppression type of receiver (Figure 3.1(a)), or a pre-
combining interference suppression type of receiver (Figure 3.1(b)). Performance
differences of the two structures for the decorrelating detector in known fixed chan-
nels have been compared in [54]. The results show that the order of multipath
combining and interference suppression does not have a significant impact on the
bit error probability of the decorrelator when the product of the number of users
and the number of multipath components (K L) is relatively low. As the prod-
uct KL becomes large, the cross-correlation matrix of users’ signature sequences
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becomes ill-conditioned. In such a case, multipath combining prior to interfer-
ence suppression usually yields stable matrix inversion and robust performance.
However, multipath combining prior to interference suppression makes channel
estimation more difficult since the multiuser detector depends on the channel es-
timates, which cannot be estimated at the output of the detector in that case.
Therefore, the practical implementations of the multiuser receivers first perform
interference suppression, and subsequently, channel estimation [25, 26, 54, 174].
Such receivers also have the advantage that the detector does not depend on the
fading channel state.

MF
4-‘—“'—’ Multipath
: * | Combining
77 r® MFLL'—‘
: : Multiuser
MVIE Detection
K4 Multipath
Combining
MFK,L

(a) Postcombining interference suppression receiver.
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(b) Precombining interference suppression receiver.

Fig. 3.1. Multiuser receiver structures.

A postcombining LMMSE receiver minimizes the cost function E{|b — b|?}

[};ost]r, and |x| is the vector of absolute values of the

elements of the vector x. It is easy to show [175, p. 391] that the postcombining
LMMSE receiver for all users is

elementwise, where b=L

Lipost) = SCA (ACPRCA + 0%1) " € €SN xKNs (3.1)
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where R = STS is the signature sequence cross-correlation matrix. The output of
the postcombining LMMSE receiver is

Yipost) = (ACTRCA + ¢°T) " (SCA)"r € €¥, (3.2)

where (SCA)Hr is the multipath combined matched filter bank output. Thus,
the postcombining LMMSE detector clearly leads to a postcombining interference
suppression type of receiver (Figure 3.1(a)). If the channel is a non-fading AWGN
channel, i.e., all non-zero elements in C are equal to 1, the detector can be written
in the standard form [68]: Lips = S(R + Uz(AHA)_l)_l. It can be seen from
(3.1) that the postcombining LMMSE receiver in fading channels depends on the
channel complex coeflicients of all users and paths. If the channel is changing
rapidly, the optimal LMMSE receiver changes continuously. Thus, the adaptive
versions of the LMMSE receivers have increasing convergence problems as the
fading rate increases.

The dependence on the fading channel state can be removed by applying a
precombining interference suppression type of receiver (Figure 3.1(b)). This can
be accomplished by minimizing each element of E{|h — h[?}, where h = CAb
is the product between the channel coefficients, user amplitudes and data, and
h = Lare]r its estimate. This leads to the precombining LMMSE receiver (see
Appendix 2):

Liprg =S (R+ 028, 1) 7 € RSONexKLN, (3.3)

where Xy, = diag [A238.,,..., AL B, | € RELNXKLNy g the covariance matrix
of h and it consists of user powers and the average channel tap powers, with
S, = diag [E[|ck,1[%], ..., Ellek,z[?]] € REXE where E[|ck|?] is the average power
of the kth user’s [th propagation path. The output of the precombining LMMSE
receiver is

Ypre] = (R + 0221:1)_15'1‘1‘ € CKL, (3.4)

where STr is the matched filter bank output vector without multipath combining.
Thus, the precombining LMMSE receiver leads to a receiver structure as shown
in Figure 3.1(b). As can be seen from (3.3), the precombining receiver no longer
depends on the instantaneous values of the channel complex coefficients but on the
average power profiles of the channels. The receiver is of the exact same form as
the postcombining LMMSE receiver in a non-fading AWGN channel. The adap-
tation requirements are now significantly milder and the receiver can be made
adaptive even in relatively fast fading channels. Since interference is separately
suppressed in each multipath component before multipath combining, the pre-
combining LMMSE receiver has the same structure as the conventional RAKE
receiver. Hence, the precombining LMMSE receiver is called an LMMSFE-RAKFE
recetver.
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3.1.1. Performance analysis for the precombining LMMSE
recetver

The performance of the precombining LMMSE receiver is analyzed in a known
channel to obtain an expression for the average bit error probability. The analysis
is based on the characteristic function method presented in [176]. The character-
istic function is solved via eigen-analysis for the matrix formed from the decision
variable. The same analysis has been previously applied to the conventional RAKE
receivers [28] and decorrelating receivers [25, 129, 177].

The decision variable of the precombining LMMSE receiver (M = 1) for user k
after maximal ratio combining can be expressed in the form

(n) B CO R €O
y[pre,MRC’]k =< y[pre]k’ (35)
where -
) = [, e ect (3.6)
is the combining vector, and
(n) _ 1T =(n) _ [T(n) T(n) 1T
y[pre] - L[I"'E}r(n) - [y[pre]l’ te ’y[pre}K] ’ (37)
Where (m) (n) (n) T
n _ n n L
y[pre}k - [y[pre]k,l’ Tt y[pre]k,L] €l (38)

includes the LMMSE receiver output vector for user k. Let

10, Ip L orxar
== 0, = 3.9
Q=3 (7" o )tz (39)
and - . -

v=[e, ™,y €. (3.10)

By rewriting (3.5), the decision variable can be expressed in the form
y[(;;)e,MRC]k —HQu. (3.11)
The LMMSE receiver output vector yf;)e]  conditioned on the data vector b(™)

_ _T _T _T

(B™ = [b,™, ..., 5,7, b, ™ = [P, 5™, 6T is a com-
plex Gaussian random vector. Since the weight vector cgc") is also Gaussian, the

probability of bit error for user k conditioned on b{™ can be expressed in the case
of the BPSK modulation as [176]

) 2L 2L
Pr{error[b™} = Z

=1 Jj=
Ai<0  j#d

(3.12)
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where A;,72 =1,2,...,2L are the eigen-values of the matrix Eu“—,(n)Q, and
3 m B
c.” <y " nre |B(m)
X pm = »H iy 2 Yiprer € R2Lx2L (3.13)
c(ﬂ) (n) |B(n) (") |b(m)
kY [prelk Yiprelk

is the covariance matrix of the vector v. Finally, the bit error probability for the
kth user is expressed as

1 L(n
Pk; = W Z PT{eI’I’OI’|b( )} (3.].4:)

B(™e{—1,1}MK-1
{bkzl}

In the following, the elements of the covariance matrix are elaborated in more
detail for the receiver span of one symbol interval (M = 1) for simplicity. The
combining vector covariance matrix is

Ellcy™) ] 0
B = € REXL, (3.15)
k
0 E[|c\"2 2]

the covariance matrix between the combining vector and the interference suppres-
sion filter output vector becomes

Y ) (n 0
‘3;: l’y[(p'r)e]k 1|b(n)
LxL
By 5w = g € R,
0 Y, m n
Ck,L 'Y [prelk, L‘b( )
(3.16)

and the covariance matrix of the interference suppression filter output vector has
the form

DI RO P () -
Yiprelk, l’y[p’re E, 1B Yiprelk, l’y[p're]k,le(n)
. LxL
2 ('n. |b(") : S R P
[p're 1k E 2
(n) (n) n (n) (n) B(n
Yiprelk,L Ypre]t, 1B y[pra]k,L’y[pre]k,le( )
(3.17)
where
K
(n) 21T (m) (n)215T
x R | L ArElley; I8k Wi+ E , Arby Elley ) 18k 1wi.1, (3-18)
Jprelk,l ’ ? ’ ’
fprelk, k'=1,k' £k
and
L
D> AL B[l PIWE k0 ST Wi
y[p're]k l’y[pre]lc,l"b( ) k k,l k,l™k, k,l )

I'=1
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T 2 (n) |2 =T
T Wi E AL E :E“Ck o] Skr, 1Sy P Wk,
B=Lk#k  U=1

K L
+ (Akwf’, 3 6™ 4 Y E[ 2]
k'=1,k'#k =1

_ _T 2 1
.Sk’llSkl’lka’l) + o Wi IWk,I, (3.19)

where wy,; is the middle block column of Ly, and S, is the windowed signa-
ture sequence for the kth user’s Ith path (see Section 4.1 for more details). The
covariance matrix elements were derived for a synchronous downlink channel, i.e.,
cgc"l) = cE")Vk. The analysis can be easily extended to a more general asynchronous
case with longer LMMSE filters. Incorporation of the impact of the channel esti-
mation errors is also possible, as is shown in [25, 129, 177].

Although the bit error probability expression in (3.12) is not very intuitive, it is
extremely useful in computing numerical examples. It can be simplified by using
a Gaussian approximation for the residual interference, which has been shown
[75] to be accurate in evaluating the BEP of the LMMSE detectors in AWGN
channels. In the Gaussian approximation, the contribution of the interfering user
bits is approximated as random variables from a discrete uniform distribution. As
a result, the elements in the last summations in (3.18) and (3.19) become zero
valued (E[b;] = 0), and the BEP evaluation is simplified. The verification of
the Gaussian approximation for the precombining LMMSE receivers in multipath
fading channels will be provided through some comparisons, which are presented
in Section 3.1.3.

3.1.2. Performance analysis for the postcombining
LMMSE receiver

The decision variable for the postcombining LMMSE receiver for the kth user can
be expressed as [14]

Ylpost]k = (L[post])ilr = (L[post])ilSCAb + (L[post])lk-;[n- (320)

where (-) denotes the middle element of the middle block for the kth user of the
matrix. The bit error probability in a fixed Gaussian channel for a processing
window of NV symbols can be expressed as

Re{(Lgost]SCAb)k}

1
Pric = smr=1 > Q (321

be{— 1k1_}NbK 1 \/ { (L [post] [post])k}



41

The bit error probability in Rayleigh fading channels is obtained by integrating
Py c over the channel envelope distributions of all users and paths:

P, = /OO .. ./oop(|cl71|) o 'p(|CK,L|)Pk\C (3 22)
b b |

The evaluation of this equation would be very intensive, since the argument of
(3.21) depends on the channel coefficients C and the data bits b of all users. Fur-
thermore, the bit error probability should be averaged over all possible phase and
delay differences between the users and multipath components. It is possible to
simplify the bit error probability equation by using the Gaussian approximation
[75], but still the multiple integral equation should be computed over the distribu-
tions of channel envelopes (p(|ck,l|) = m exp(— E[|ck || })) of all users and
paths. For this reason, the performance of the postcomblmng LMMSE receiver in
fading channels will only be evaluated by simulations in this section. Some ana-
lytic performance results will be presented based on the Gaussian approximation
in fixed multipath channels.

By invoking the Gaussian approximation presented in [75], the bit error prob-
ability in fixed multipath channels with components of equal energy for the post-
combining LMMSE detector can be approximated as

A2 (Lgost]s) ’

a? (Lgmost]l’[lmst]) +dr Z A2' ( [post]s)2
o Zk

P.~Q| |Re (3.23)

The Gaussian approximation can be used for the precombining LMMSE detector
as well. The decision variable for the precombining LMMSE detector (M = 1) is
y[(;r)e] & Zl (L me])]c ,T> and hence the bit error probability in fixed channels,

where the multipath components are of equal energy can be approximated as

P~ Q L A% (LTI;re]S)kl 5 . (3_24)
I=1 o2 (Lare}l‘[pre])k Z AQ’ Z,_ ( PTE]S) kI
i ;ék

3.1.3. Numerical examples

Both computer simulations and numerical analysis were carried out to investigate
the performance of the two versions of the LMMSE receivers. The main parameters
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used are the following: carrier frequency 2.0 GHz, symbol rate 16 kbits/s, 31
chip Gold code, and rectangular chip shape. Synchronous downlink with equal
energy two-path (L = 2) Rayleigh fading channel with vehicle speeds 40 km/h
was studied (which results in the maximum normalized Doppler shift of 4.63 -
1073) and a maximum delay spread of 10 chip intervals was used. The number
of users considered was 1 — 30. Perfect channel estimation and ideal truncated
precombining LMMSE receivers were used both in the analysis and the simulations.
The receiver processing window length was three symbols (M = 3, D = 1) unless
otherwise stated. The simulation results were obtained by averaging the BEPs
of randomly selected users with different delay spreads. The exact analysis was
perfomed by using 10000 different bit patterns, and the multipath delays were
changed after every 100 bit patterns. In the Gaussian approximation case, the
BEPs were averaged over all possible multipath delay combinations discretized
at the sample rate for randomly selected users. First, the performance results of
the precombining LMMSE receivers are presented. After that, the results for the
postcombining LMMSE receiver will be discussed.

The validity of the Gaussian approximation [75] in frequency-selective fading
channels was studied in order to further simplify the analysis. The results for both
the conventional RAKE receiver and the precombining LMMSE receiver are pre-
sented in Figure 3.2. The approximation is accurate for the precombining LMMSE
receiver in multipath fading channels, whereas slightly optimistic for the conven-
tional RAKE receiver, as was expected. Also the simulation results indicate that
the Gaussian approximation is accurate for the precombining LMMSE receiver
(Figure 3.3). It is worth noting that the accuracy of the Gaussian approximation
depends on the powers of the interfering users with the conventional RAKE re-
ceivers and also with the precombining LMMSE receivers with large amount of
users in a multipath channel.

According to the analysis results of Figure 3.2, the precombining LMMSE re-
ceiver can significantly improve the performance of the conventional RAKE re-
ceiver. Using the raw BEP of 1072 as a target value,? we can see that the capacity
of the conventional RAKE is less than 40 % of the processing gain. The precom-
bining LMMSE receiver has double the capacity (80 % of the processing gain in
these examples) in comparison to the conventional RAKE receiver.

In Figure 3.4 the required average SNRs to obtain a certain BEP for a given
number of users for both the conventional RAKE and the precombining LMMSE
receivers are plotted. From this figure the advantages of using the precombining
LMMSE receivers can be clearly seen. The conventional RAKE receiver supports
only 12 users to obtain the BEP of 102, whereas the precombining LMMSE
receiver supports 25 users at a 10 dB lower power. Furthermore, the conventional
RAKE receiver is sensitive to the near-far problem, indicating that the potential
gains are much higher. The inter-path interference problem (Section 2.3) can also
be seen from the figure. The conventional RAKE cannot achieve the BEP of 1074
even in the single-user case due to the IPI induced BEP saturation.

Due to the difficult BEP analysis of the postcombining LMMSE receiver in

2Usually the practical channel codes require this raw BEP level for the satisfactory perfor-
mance [23].
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fading multipath channels, the BEP was analyzed by using the Gaussian approx-
imations (3.23) and (3.24) in fixed two-path channels. The results are presented
in Figure 3.5. The detector lengths were 11 symbol intervals for both receivers in
asynchronous two-path channels with maximum delay spreads of 10 chip intervals.
The postcombining LMMSE receiver has always better performance than the pre-
combining LMMSE receiver, as was expected. However, the difference is negligible
at SNR values less than 10 dB. At high SNRs, the postcombining LMMSE receiver
has very good performance when compared to the precombining LMMSE receiver.
The superior performance of the postcombining LMMSE receivers can also be seen
in fading channel simulation results which are shown in Figure 3.6.

By comparing the results of Figures 3.6 and 3.3, we can see that the effective
number of users with the precombining LMMSE receivers is approximately KL,
since the BER of the postcombining LMMSE receiver with 20 users is roughly the
same as the BER with the precombining LMMSE receiver with 10 users. This
was the case also with 30 and 15 users, although not shown in the figures. Hence,
the postcombining LMMSE receivers have potentially L times larger capacity than
the precombining LMMSE receivers in multipath channels with L paths of equal
energy.

The coefficients of the optimum precombining LMMSE receiver (3.3) depend
on the average channel tap powers E[|cg |2]. The coefficients of the postcombining
LMMSE receiver (3.1), on the other hand, depend on the instantaneous channel
coefficient values. Instead of using the true average channel tap powers in deter-
mining the precombining LMMSE receiver it is possible to calculate the receiver
coefficients by using a short-term average of the channel tap powers. In that way,
the precombining LMMSE receiver would track the channel envelope variations.
The robustness against fading is sacrificed, but the performance can be improved
as is shown in Figure 3.7. The short-term averaging intervals have been 100, 300
and 500 symbol intervals. The averaging was achieved by averaging the instanta-
neous channel tap powers with a recursive integrator with feedforward coefficient
2/N and feedback coefficient 1 —2/N 3. The precombining LMMSE receiver coef-
ficients were updated once in 10 symbol intervals by using the short-term average
power instead of the true long-term average.

The results indicate that the performance can be improved when using the
short-term average rather than the long-term average (N — o0) in determin-
ing the precombining LMMSE receiver coefficients. With the vehicle speed of 40
km/h the performance improvement is significant only when N < 300. In prac-
tice, this type of receiver must be able to track the short-term average channel
envelope variations. However, the convergence rate of the most practical adaptive
implementations of the precombining LMMSE receiver is insufficient to track the
channel tap power variations. Also, the BER of the postcombining LMMSE re-
ceiver is shown in the same figure. The performance of the postcombining LMMSE
receiver is still much better than the performance of the precombining LMMSE
receivers using short-term channel tap powers.

3 A moving average filter of length N can be approximated by a first order recursive integrator
with feedforward coefficient 2/N and feedback coefficient 1 — 2/N [171, p. 64].
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Fig. 3.2. Bit error probabilities (BEP) as a function of the number of users
for the conventional RAKE and the precombining LMMSE (LMMSE-RAKE)
receivers with the exact analysis and the Gaussian approximation in two path
fading channels at vehicle speeds of 40 km/h and average SNRs of 20 dB.
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Fig. 3.3. Simulated and analytical bit error probabilities as a function of the
average signal-to-noise ratio for the precombining LMMSE receiver in two-
path fading channels at vehicle speeds of 40 km/h with different numbers of
users.
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Fig. 3.4. Required average SNR versus the number of users to obtain a certain
BEP (107° —107') for both the conventional RAKE and the precombining
LMMSE receivers at vehicle speeds of 40 km/h.
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Fig. 3.5. Bit error probabilities as a function of the number of users for the
postcombining and the precombining LMMSE detectors in an asynchronous
two-path fixed channel with different SNRs.
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Fig. 3.6. Simulated bit error rates as a function of the average SNR for
the postcombining LMMSE receiver in a two-path fading channel at vehicle
speeds of 40 km/h with different numbers of users.
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Fig. 3.7. BERs as a function of the average SNR in a two-path fading channel
for vehicle speeds of 40 km/h in a 20-user case for the precombining LMMSE
receiver with different short-term channel tap power averaging intervals (N =
100, 300, 500, ) and the postcombining LMMSE receiver (’1’).
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3.1.4. Discussion

The performance of the LMMSE receivers for DS-CDMA systems in fading chan-
nels was studied in this section. Both numerical analysis and computer simulations
were used to evaluate the performance and the capacity of the LMMSE receivers
in fading channels. The two receivers studied were the postcombining LMMSE
and the precombining LMMSE receiver. Based on the results, it can be concluded
that the postcombining LMMSE receiver has potentially higher capacity than the
precombining LMMSE receiver. Due to obvious convergence problems (see Sec-
tion 4.2), the postcombining LMMSE receivers are useful only with highest data
rates when the normalized rate of fading is very small. The precombining LMMSE
receivers do not have such convergence requirements and there are in principle no
constraints for their use in fading channels. The precombining LMMSE receivers
treat each multipath component as an independent interferer. The interference
suppression capability is therefore degraded in radio channels with many distinct
multipath components.

The comparisons between the precombining LMMSE and the conventional RAKE
receivers revealed significant performance improvements when using the precom-
bining LMMSE receivers. Hence, the precombining LMMSE receiver structure can
be used to enhance the performance of the conventional RAKE receiver.

Instead of using the long-term average channel tap powers in determining the
coefficients for the precombining LMMSE receiver, the short-term average values
can also be used. It was shown by some numerical examples that this type of pre-
combining LMMSE receiver results in improved BER performance in comparison
to the receiver based on the long-term average channel tap powers. However, this
performance improvement is probably lost in practical adaptive implementations.
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3.2. Bit error probability analysis for FM A2 downlink
receivers

In this section, the bit error probability of the precombining LMMSE receiver is
compared to the BEP of the conventional RAKE receiver in frequency-selective
Rayleigh fading channels using the FMA2 downlink signal structure [10]. The
basic features of the FMA2 system are reviewed in Section 3.2.1. The principles
and restrictions in applying interference suppression in third generation WCDMA
system are discussed in Section 3.2.2. The assumptions used in the analysis are
presented in Section 3.2.3. The numerical results are presented in Section 3.2.4.
Some conclusions on the FM A2 downlink performance are drawn in Section 3.2.5.

3.2.1. Basic features of the FMAZ2 system

FMAZ2 [8, 10] is a wideband CDMA radio-access concept that has been designed on
the basis of the UMTS requirements and the flexibility needs of third generation
cellular services. The main features of the FMA2 concept include [10]:

e Support for high data rate transmission; more than 384 kbit/s with wide-area
coverage and up to 2 Mbit/s for indoor and local outdoor coverage.

e High service flexibility with support of multiple parallel variable rate services
for each active user, also with packetized transmission.

e High initial capacity and coverage with built-in support for future capac-
ity and coverage enhancing technologies, such as smart antennas, multiuser
receivers and base station diversity.

e Support for soft handover as well as inter-frequency handover for operation
with hierarchical cell structures.

e Backward combatibility to GSM; handover between GSM and FMA2 sup-
ported.

The FMAZ2 concept clearly satisfies the UMTS requirements [7]. Some of the more
detailed technical parameters for the FMA2 air interface are listed below.

¢ Basic chip rate 4.096 MHz; expandable to 8.192 and 16.384 MHz.

e Spreading modulation dual-channel QPSK (with complex scrambling in the
uplink).

¢ Data modulation BPSK for each data channel?.

Spreading factor may vary from 4 to 256.

4By definition, a physical data channel is one BPSK modulated and spread I or Q branch
signal. Hence, one I-Q pair carries two physical channels and is actually QPSK modulated.
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Variable length Walsh codes are used for channel separation. The scrambling
codes in the uplink are the extended very-large Kasami codes of length 256
unique to each mobile terminal, extended Gold codes of length 256 are used
for the downlink. The optional long scrambling code (40960 chips) for the
uplink is derived from a Gold code of length 24! — 1.

The coded bit rate of each data channel may vary from 16 kbit/s to 1.024
Mbit /s.

200 kHz carrier raster with a basic carrier spacing from 4.4 MHz to 5 MHz
for the basic chip rate of 4.096 MHz; root raised cosine filtering with roll-off
0.22 is used for band limitation.

10 ms frame length; a super-frame consists of 60 frames.

Asynchronous operation, i.e., no need for accurate base station synchroniza-
tion.

Both variable spreading factor and multi-code techniques to support multi-
rate transmission.

Rate matching with either unequal repetition or puncturing [178].

Convolutional codes of constraint length 9 with rates 1/2 and 1/3 used for
BER = 10 3 services. An additional Reed-Solomon code is used as an outer
code for BER = 10 services.

Flexible interleaving with variable interleaving depths to support ARQ with
packet data and to support service multiplexing.

Fast power control for both the uplink and the downlink with dynamic ranges
of 80 dB and 20 dB, respectively. The power control command rate and the
step-size are cell-specific parameters in the range of 400 — 1600 Hz and 0.5 -
2 dB, respectively.

Flexible support of variable-rate services; data rate is allowed to vary frame-
by-frame.

Pilot symbols in the uplink to assist coherent demodulation; a pilot channel
is used in the downlink. Optionally, pilot symbols can be used to support
downlink beamforming. The pilot symbol rate is a cell-specific parameter in
the range of 400 — 1600 Hz.

A more detailed introduction to the FMA2 concept can be found in [8, 10].

3.2.2. Interference suppression in WCDMA

The two main classes for near-far resistant receivers are interference cancellation
type receivers and linear equalizer based interference suppression receivers [4, 6, 5].
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Interference cancellation based receivers require that the data symbols and the
channel coeflicients of all users are estimated to create the multiple-access inter-
ference estimate. Clearly, this kind of detectors are well suited for the uplink, since
all user signals are demodulated by the base station. Interference cancellation type
detectors do not require short spreading sequences, since the cancellation can be
performed for the sampled wideband signal. On the other hand, linear equalizer
type detectors require short spreading sequences in order to retain MAI cyclo-
stationarity over sufficiently short cycles. Since the equalizers do not necessarily
need any information on the interfering users, they are also well suited to down-
link receivers. In particular, the precombining LMMSE receiver is an attractive
alternative for the WCDMA downlink receivers.

Equalizers require cyclo-stationary interference, and therefore, the equalizer
taps need to be changed if the spreading code is changing from one symbol interval
to another. In such a case, cyclically shifted filter bank [68] type equalizers can be
used. Altogether, P/G sets of equalizer taps are needed, where P is the scrambling
code length and G is the actual spreading factor used. Hence, with a scrambling
code length of 256 chips, 8 sets of taps are needed for G = 32. If a 40960 chip
length scrambling code is used, as in the WCDMA proposal, 1280 tap sets would be
required. If the mobile speed is 120 km/h, the path delay changes 0.1 chips in 0.22
seconds®. Within 0.22 seconds, the same scrambling code section has been repeated
only 22 times ($%:22%) with the scrambling code length of 40960 chips. The adaptive
equalizers would need several hundreds or even thousands of iterations to converge.
So, it is clear that linear interference suppression schemes cannot be applied with
these long scrambling codes. Hence, the linear interference suppression receivers
studied in this section are well suited for the FMA2 downlink, but cannot be
applied in the WCDMA proposal [179]8. The performance of the FMA2 downlink
with the conventional RAKE and the precombining LMMSE receivers is analyzed
in the next section.

3.2.3. Parameters and assumptions used in the analysis

Perfect channel estimation and ideal truncated precombining LMMSE receivers are
used to obtain the lower bounds of bit error probability. Random (long) scrambling
codes are used to simplify the practical numerical analysis.

The spreading factors used correspond to the highest data rates using the vari-
able spreading factor approach. The channel model used is a two-path fading
channel (equal energies) with maximum delay spread of 2 ps and velocity of 5
km/h for the spreading factors G = 2 and 4; delay spread of 7 us and velocity of
50 km/h for G = 8, 16, 32. The actual delay values were randomly selected. The
smallest spreading factors are only used with low vehicle speeds and small delay
spreads.

In order to cover approximately the same time span with the equalizers in the

5Delay errors larger than 0.1 chips cause significant performance losses to linear receivers [63].
6The European WCDMA proposal is subject to changes.
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two channels used, the LMMSE receiver lengths were different for each spreading
factor. The LMMSE receiver length in symbol intervals was 17 symbols for G = 2;
9 symbols for G = 4, 8; 5 symbols for G = 16; and 3 symbols for G = 32. It should
be noted that since the length of the optimum LMMSE detector is infinite, longer
detectors would yield slightly better performance.

The analysis is carried out both with and without the near-far problem. The
near-far cases studied were: 50% of users have 6 dB higher power; or there is one
interferer of 20 dB higher power. The latter figure is based on downlink power
control with a limited dynamic range (20 dB), which means that in the worst case
there can be users that have 20 dB higher power. The BEP is also analyzed as a
function of the near-far-ratio in a two-user case.

Root raised cosine filtering with a roll-off factor of 0.22 was used and the number
of samples per chip was 4. The analysis was perfomed by using 10000 different bit
patterns of length 3 — 17 bits depending on the detector length. The carrier phase
for the second multipath component was randomly selected for each bit pattern.
The multipath delays were changed after every 100 bit patterns. The data channel
(the Walsh code) was randomly selected for each bit pattern.

The control channels [10] were not included in the analysis, which means that
the data modulation for the single data channel case was BPSK. In the multicode
case, the data modulation is QPSK. The bit error probability for QPSK modula-
tion is approximately the same as for BPSK, and hence, the results for BPSK can
also be used for the QPSK case. The channel bit rates studied were 2.048 Mbit/s
— 128 kbit/s (G = 2 — 32) for a single code channel. The source symbol rates for
the case of three parallel data channels (two I-Q pairs) are then 2.048 Mbit/s —
128 kbit/s (G = 2 — 32) if the channel code rate is assumed to be 1/3 (no coding
was used in the analysis; only the raw BEP is analyzed). The key parameters used
in the analysis are summarized in Table 3.1.

The conclusions to be drawn from the analysis are based on the raw BEP target
value of 1072 and a two-path Rayleigh channel with equal energies and maximum
delay spreads of 2 or 7 us (Table 3.1). In practical systems, the target raw BEP
can be higher (up to 107!), depending on the channel code being used. It should
also be noted that the channel multipath profile as well as the fast power control
loop used to compensate for the fast fading have significant impact on the BEP
results. Therefore, the analysis results presented in this Section can be considered
only indicative when considering the practical WCDMA system. Nevertheless,
the comparisons between the conventional RAKE receiver and the precombining
LMMSE receiver are still justified.

3.2.4. Numerical examples

The bit error probabilities as a function of the number of users for different spread-
ing factors in the single data channel case are given in Figure 3.8 for the conven-
tional RAKE receiver, and in Figure 3.9 for the precombining LMMSE receiver,
respectively. If the target raw bit error rate is 1072 at 20 dB, the conventional
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RAKE can support roughly 50 % fewer users than the precombining LMMSE
receiver. The same results for the case when each user has three parallel data
channels are given in Figures 3.10 and 3.11. Again in this case the LMMSE re-
ceiver has two times higher capacity. We can also observe that the minimum
spreading factor used with the conventional RAKE should be eight rather than
four. However, the precombining LMMSE receiver can also provide acceptable
performance with a spreading factor of two.

In Figures 3.8 and 3.9, only one I-Q pair is used and in Figures 3.10 and 3.11
two are used simultaneously. By comparing the BEPs, e.g., with three users for
spreading factors 8 — 32 of Figures 3.10 and 3.11 with the results obtained with
three users for spreading factors 4 — 16 in Figures 3.8 and 3.9, we see that the
performances with two data channels per user are roughly equal to the case when
the spreading factor is decreased and only one data channel is used. Hence the
performance with the VSF and MC techniques is approximately equal in the FM A2
downlink.

The bit error probabilities as a function of the average SNR for different num-
bers of active users in single data channel case are presented in Figures 3.12 —
3.15 for the spreading factors 4 — 32. The Gaussian approximation [75] of MAI
was used in this analysis. The Gaussian approximation is very accurate for the
LMMSE receivers, whereas, it is slightly optimistic for the conventional RAKE.
However, by comparing the BEPs at 20 dB to the earlier results (Figure 3.8), we
can see that the difference is rather small. In the single-user case, the BEP of the
conventional RAKE saturates with small spreading factors due to the bad average
autocorrelation properties of the combined Walsh code and the scrambling code.
If the number of users is half of the spreading factor, the BEP of the conventional
RAKE is the same regardless of the spreading factor. If the target raw BEP at
20 dB is 1072, the capacity with the conventional RAKE is half of the spreading
factor in the case with no near-far problem. The capacity with the precombining
LMMSE detector is approximately 100 % of the spreading factor. Alternatively
if the target BEP is 10~2 with a half load (K = G/2), the conventional RAKE
receivers would require 20 dB SNR whereas the precombining LMMSE receiver
needs only 10 dB. This is valid for all spreading factors studied.

In near-far situations, the BEP of the conventional RAKE receiver collapses
completely. Under rather mild near-far conditions, where 50 % of users have 6
dB higher power (Figure 3.16), only the spreading factor 32 results in acceptable
performance. The absolute minimum spreading factor which may be used in this
case is 16 for the conventional RAKE to achieve the BEP of 10~2. The bit error
performance for the precombining LMMSE detector is the same with the near-far
cases at high SNRs, and hence, the results for the precombining LMMSE receiver
can be read from the Figure 3.9. In a more severe near-far situation, such as
when there is one interferer of 20 dB higher power (Figure 3.17), the BEP of the
conventional RAKE is unacceptably high. The precombining LMMSE detector,
on the other hand, gives excellent results in this case. The maximum number of
users which may be supported whilst maintaining a BEP of 10~2 at the SNR of
20 dB in the different cases studied are summarized in Table 3.2.

The BEPs as a function of the near-far ratio with different SNRs are given



53

in Figure 3.18. The precombining LMMSE receiver has similar performance re-
gardless of the near-far ratio at large SNRs. The conventional RAKE receiver
is sensitive to the near-far problem and has relatively high BEP with the lowest
spreading factors even with small near-far ratios. With mixed data rate services
with different QoS requirements, the high data rate channels require higher power,
which causes a near-far problem for the low data rate users. E.g., a data channel
with a spreading factor of G = 8 will be seen at a 15 dB higher power for the
data channels with the spreading factor of G = 256. Based on this observation,
the maximum dynamic range for the downlink power control should be reduced
in a mixed data rate system since the average near-far ratio is a combination of
the power control and the data rate caused power difference between the users.
In Table 3.3 the maximum allowable downlink power control dynamic ranges are
calculated based on the BEP results of Figure 3.18 and the raw BEP requirement
of 10~2. Based on the BEP curves of Figure 3.18 and the results of Table 3.3, an
approximate formula for calculating the maximum power control dynamic can be
given as: AP = 10log(Gmin -3/8), where G,in, is the lowest spreading factor used.
It is obvious that the power control dynamic range must be reduced when using
small spreading factors with the conventional RAKE receiver. In theory, there are
no constraints for the power control dynamic range when using the precombining
LMMSE receivers, as can be seen from Figure 3.18.

Large near-far ratios can be avoided by reducing the power control dynamic
range and by allocating different data rate groups to different cells or different
carrier frequencies. By extrapolating the numerical result of Figure 3.18 to the
largest spreading factors (64 — 256), it can be estimated that the maximum power
control dynamic range is 20 dB for the spreading factor of 256 in a two-user case.
Assuming that there are the data rate groups A (spreading factors 8 — 32, 4 is not
used) and B (spreading factors 64 — 256), the maximum allowable power control
dynamic range would be approximately 5 dB in the group A and 15 dB in the
group B. Although this result is deduced starting from a simple two-user two-path
case, the message is clear: service mix per carrier should be reduced when using
conventional RAKE receivers.

3.2.5. Discussion

The downlink performance for the FM A2 concept utilizing either the conventional
RAKE or the precombining LMMSE receivers was studied in this section. The
analysis results revealed that the performance of the conventional RAKE receiver is
tolerable without the near-far problem if the number of users is less than half of the
spreading factor. Due to the downlink power control and mixed data rate service
induced near-far problem, the performance of the conventional RAKE receiver
collapses. Large near-far ratios can be avoided by reducing the power control
dynamic range and by allocating different data rate groups to different cells or
different carrier frequencies.

By using adaptive equalizers, satisfactory performance would be obtained under
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various channel conditions and data rates without strict limits for the service mix
or power control dynamic range. Both the general results of Section 3.1.3 and
the FMA2 specific results of this section show significant system capacity and
receiver performance improvements when using the LMMSE receivers instead of
the conventional RAKE receivers.

The results clearly show the inter-path interference problem with small spread-
ing factors. One possibility to reduce the problem is to decorrelate the propagation
paths of the desired user. In other words IPI is forced to zero and diversity gain is
increased. The BEP improvements at high SNRs” can be estimated in the single-
user case by comparing Figures 3.8 and 3.9. Implementation of the decorrelating
detector for the desired user’s propagation paths would require computation of the
inverse of the cross-correlation matrix of size ML x ML, where L is the number
of propagation paths and M is the length of the detector in symbol intervals. In
[180] it was shown that decorrelators can be realized even in long code systems, and
hence the decorrelation of the propagation paths is one possibility to enhance the
performance and the capacity of the WCDMA downlink. However, the problems
related to the robustness of the decorrelator in the presence of timing errors [63]
would demand for high-resolution timing estimators for such receivers. In [181] a
timing estimator suitable to iterative decorrelating receivers has been studied.

Another possible solution to suppress IPI would be to use adaptive channel
impulse response matched filters prior to signal despreading. After such a channel
matched filter the channel caused distortion is compensated and only one correlator
is needed for despreading. Effectively, the adaptive channel matched filter equalizes
the chip waveform. In synchronous downlink with orthogonal channel separation
MALI is zero with the optimum sampling instant from the channel matched filter.
Since the channel matched filter is the same for all users at a mobile terminal,
the filter can be adapted by using the pilot channel bits as a training sequence.
Another possibility is to use also the signals of other users to increase the training
signal energy. Data detection for those users would be required unless only the pilot
symbols are utilized. This approach fails at base station receivers and also in the
case when downlink beamforming is used. The adaptive channel matched filter can
be applied also in a long code system since the filter depends only on the channel
impulse response. The drawback of this approach is that the filter weights depend
on the channel phases, which causes convergence problems in fading channels as
will be discussed in Section 4.2.

"LMMSE and decorrelating receivers are asymptotically equal.
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Table 3.1. Parameters used in the analysis with different data rates.

Data | Spreading | Processing | Delay | Velocit

rate factor window | spread | [km/ hf’
[kbit/s] (@) (M) [iss]

2048 2 17 2 5
1024 4 9 2 5
512 8 9 7 50
256 16 5 7 50
128 32 3 7 50

Table 3.2. The mazimum number of users which may be supported whilst main-
taining a bit error probabilty of 10~2 at the SNR of 20 dB for the conventional
RAKE and the precombining LMMSE receiver with equal energy users and near-
far situation (50 % of users have 6 dB higher power). A single data channel per

user s used.

Equal energies Near-far prob.
G | RAKE | LMMSE | RAKE | LMMSE
2 - 2 - 2
4 1 3 - 3
8 4 7 - 7
16 6 12 - 12
32 14 28 4 28

Table 3.3. The mazimum power control dynamic range in a two-user case with
different data rates to obtain a BEP of 1072,

Spreading Spreading Maximum
factor factor power control
(Grmaz) ratio dynamic range
(Gmaz/Gmin) AP (dB)
32 1 (Gmin=32) 11
2 (Gmin=16) 8
4 (Gmin=8) 5
8 (Gmin=4) 2
16 1 (Gmin=16) 8
2 (Gmin=8) 5
4 (Gmin=4) 2
8 1 (Gmin=8) 5
2 (Gmin=4) 2
4 - _
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Fig. 3.8. Bit error probabilities as a function of the number of users for the
conventional RAKE receiver with different spreading factors (G) in a two-
path Rayleigh fading channel with maximum delay spreads of 2 us for G = 4,
and 7 ps for other spreading factors. The average signal-to-noise ratio is 20
dB, the data modulation is BPSK and the energy of all users is equal. Data
rates vary from 128 kbit/s to 1.024 Mbit/s; no coding is assumed.
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Fig. 3.9. Bit error probabilities as a function of the number of users for
the precombining LMMSE (LMMSE-RAKE) receiver with different spread-
ing factors (G) in a two-path Rayleigh fading channel with maximum delay
spreads of 2 us for G = 2, 4; and 7 us for other spreading factors. The average
signal-to-noise ratio is 20 dB, the data modulation is BPSK and the energy
of all users is equal. Data rates vary from 128 kbit/s to 2.048 Mbit/s; no

coding is assumed.
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Fig. 3.10. Bit error probabilities as a function of the number of users for the
conventional RAKE receiver with different spreading factors (G) in a two-
path Rayleigh fading channel with maximum delay spreads of 2 us for G = 4,
and 7 ps for other spreading factors. The average signal-to-noise ratio is 20
dB, the data modulation is QPSK and the energy of all users is equal. Data
rates vary from 128 kbit/s to 1.024 Mbit/s; the channel code rate is assumed
to be 1/3.
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Fig. 3.11. Bit error probabilities as a function of the number of users for
the precombining LMMSE (LMMSE-RAKE) receiver with different spread-
ing factors (G) in a two-path Rayleigh fading channel with maximum delay
spreads of 2 us for G = 2, 4; and 7 us for other spreading factors. The average
signal-to-noise ratio is 20 dB, the data modulation is QPSK and the energy
of all users is equal. Data rates vary from 128 kbit/s to 2.048 Mbit/s; the
channel code rate is assumed to be 1/3.
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Fig. 3.12. Bit error probabilities as a function of the average SNR . for the con-
ventional RAKE receiver and the precombining LMMSE (LMMSE-RAKE)
receiver with different number of users (K =1, 2, 4) in a two-path Rayleigh
fading channel with a maximum delay spread of 2 ys. The data modulation
is BPSK at 1.024 Mbit/s (G = 4), the energy of all users is equal, no channel
coding is assumed.
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Fig. 3.13. Bit error probabilities as a function of the average SNR for the con-
ventional RAKE receiver and the precombining LMMSE (LMMSE-RAKE)
receiver with different number of users (K =1, 4, 8) in a two-path Rayleigh
fading channel with a maximum delay spread of 7 us. The data modulation
is BPSK at 512 kbit/s (G = 8), the energy of all users is equal, no channel
coding is assumed.
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Fig. 3.14. Bit error probabilities as a function of the average SNR for the con-
ventional RAKE receiver and the precombining LMMSE (LMMSE-RAKE)
receiver with different number of users (K =1, 8, 16) in a two-path Rayleigh
fading channel with a maximum delay spread of 7 ys. The data modulation
is BPSK at 256 kbit/s (G = 16), the energy of all users is equal, no channel
coding is assumed.
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Fig. 3.15. Bit error probabilities as a function of the average SNR for the con-
ventional RAKE receiver and the precombining LMMSE (LMMSE-RAKE)
receiver with different number of users (K = 1, 16, 32) in a two-path Rayleigh
fading channel with a maximum delay spread of 7 us. The data modulation
is BPSK at 128 kbit/s (G = 32), the energy of all users is equal, no channel
coding is assumed.
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Fig. 3.16. Bit error probabilities as a function of the number of users for the
conventional RAKE receiver with different spreading factors (G) in a two-
path Rayleigh fading channel with maximum delay spreads of 2 us for G = 4,
and 7 ps for other spreading factors. The average signal-to-noise ratio is 20
dB, the data modulation is BPSK and 50 % of users have 6 dB higher power.
Data rates vary from 128 kbit/s to 1.024 Mbit/s; no coding is assumed.
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Fig. 3.17. Bit error probabilities as a function of the spreading factor for
the conventional RAKE and the precombining LMMSE (LMMSE-RAKE)
receiver with different spreading factors (G) in a two-path Rayleigh fading
channel with maximum delay spreads of 2 us for G = 4, and 7 us for other
spreading factors. The average signal-to-noise ratio is 20 dB, the data mod-
ulation is BPSK, the number of users is 2, the other user has 20 dB higher
power. Data rates vary from 128 kbit/s to 2.048 Mbit/s; no coding is as-
sumed.
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3.3. Extensions to the spatial domain

Spatial signal processing techniques [182] can be used to improve the performance
and the capacity of radio systems [183]. Spatial signal processing provides addi-
tional means for diversity in CDMA systems in cases when the signals received at
different sensors or from different directions are uncorrelated. The basic RAKE
receivers utilize only the delay spread, i.e., the frequency-selectivity of the chan-
nel. The spatial signal processing techniques utilize also the angle spread, i.e., the
channel space-selectivity [183]. The amount of the spatial diversity offered by the
channel depends on the angle spread of the channel and the accuracy of the spatial
domain algorithms. Some spatial domain algorithms require explicit estimation of
the direction-of-arrival, whereas, the other techniques rely on adaptively adjust-
ing the steering vector coeflicients to satisfy some optimization criterion. With
adaptive antenna arrays interference can be suppressed significantly by directing
the receiver antenna pattern towards the desired user or by setting nulls towards
dominant interferers [183]. By combining multiuser and antenna array receivers,
the performance can be enhanced significantly [184]. For extensive surveys on
spatial-temporal receivers see [183, 185, 186] and references therein.

At present, the spatial domain processing is better suited to the uplink tran-
ceivers. However, due to the large variety of mobile terminals expected in the
future, spatial domain processing will be used at the mobile terminals also. The
signal structure of the third generation WCDMA system has pilot symbols in the
downlink direction to facilitate the downlink beamforming. For this reason alone
spatial domain signal processing at the downlink receivers deserves consideration.

Combined spatial and temporal signal processing in decorrelating receivers were
studied in [54, 57, 58]. The same principles can be applied to the LMMSE receivers.
The following combinations of the spatial-temporal LMMSE receivers are possi-
ble: the spatial-temporal-multiuser (STM) receiver, the spatial-multiuser-temporal
(SMT) receiver, the temporal-multiuser-spatial (TMS) receiver and the multiuser-
spatial-temporal (MST) receiver (Figures 3.19 and 3.20). The multiuser-temporal-
spatial (MTS) is equivalent to the MST receiver and the temporal-spatial-multiuser
(TSM) corresponds to the STM receiver from the interference suppression point
of view.

The principles of the different LMMSE estimators are given in Appendix 2.
Applying those principles to the different versions of the spatial-temporal LMMSE
receivers of Figures 3.19 and 3.20, the receiver filters of Table 3.4 can be defined
(see Appendix 4 for the system model definitions).

It was pointed out in Section 3.1.2 that the BEP analysis for the postcombining
LMMSE receiver is not trivial. Hence, the performance comparisons of the spatial-
temporal LMMSE receivers is out of the scope of this thesis. However, the BEP
could be analyzed in AWGN channels by using the methods outlined in Section
3.1.2. Based on such an evaluation carried out for the decorrelating receiver [54],
the best performance is obtained when the multiuser interference suppression takes
place as late as possible, i.e., BERs7r] < BER[syr7) < BER[p157)-

The TMS configuration leads to the coherent antenna diversity receivers. In [90,
187] the TMS configuration was studied in a packetized CDMA system. A novel
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Fig. 3.19. Postcombining interference suppression receivers with spatial signal
processing.

antenna diversity combining rule based on the final MSE after receiver training
was proposed. Without such a combining rule, only selection diversity could be
used in adaptive postcombining LMMSE receivers with antenna diversity.
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Table 3.4. Different spatial-temporal LMMSE receiver configurations.

Config. LMMSE receiver filter
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( Zf:l AH(‘I’? ® CHR(C ® ®;)A + 021)71

SMT | Lisur =Y, S®i(Y1, 8FR®; + o?5;1) "

MST L[MST]i :S(R-}-O'zz}_ll)_l

TMS Lizums; = SCA(ACTRCA +¢°1)

3.4. Summary

LMMSE detection in frequency-selective fading channels was studied in this sec-
tion. The bit error probability of the postcombining and the precombining LMMSE
receivers was addressed. The postcombining LMMSE receiver has potentially bet-
ter receiver performance and system capacity but suffers from convergence prob-
lems in fading channels.

The comparisons between the conventional RAKE receiver and the precombin-
ing LMMSE receiver revealed significant improvements in system capacity when
using the precombining LMMSE receivers. The performance of the conventional
RAKE receiver is significantly degraded when the data rate is increased. The per-
formance of the precombining LMMSE receiver degrades significantly less when
increasing the data rate.

The LMMSE receiver principles were augmented to the spatial domain. Several
alternative receiver structures were presented, but neither analysis nor simulations
were performed.

The precombining LMMSE receiver is a promising alternative to the conven-
tional RAKE receivers in third generation WCDMA systems. Hence, it is worth
elaborating the receiver algorithms in more detail. In the next section, adaptive
implementations for the postcombining and the precombining LMMSE receivers
are studied.



4. Single-user LMMSE receivers for
frequency-selective fading channels

The precombining LMMSE receivers require the knowledge of the spreading codes
and the delays of all users. Also a matrix inversion is required as can be seen
in (3.3). The spreading codes and the delays for all users may not be known at
the mobile terminals and the direct matrix inversion is computationally intensive.
For these reasons the LMMSE receivers are usually solved iteratively for each
user by using some adaptive algorithm such as the least mean squares algorithm.
The adaptive LMMSE receivers require a reference signal used for adaptive filter
training. In this chapter, the training based on the decisions produced by the
conventional RAKE receiver is studied both with the postcombining and the pre-
combining LMMSE receivers. The motivation behind the RAKE based training
is the fact that the third generation WCDMA proposals are based on the conven-
tional RAKE receivers and there are no training sequences available [30]. If the
system is primarily based on the conventional RAKE receivers, the raw BER of
the RAKE must be at least 107! — 10~2, which should be sufficient training.
This chapter is organized as follows. An adaptive algorithm for the precom-
bining LMMSE receiver (LMMSE-RAKE) is derived in Section 4.1. As will be
shown, the adaptive LMMSE-RAKE receiver can be implemented using the de-
cisions and the channel estimates of the conventional RAKE receiver. Hence, no
training sequences are needed for the adaptation, and the adaptive LMMSE-RAKE
receiver can be considered to be blind. Comparisons to other blind adaptive re-
ceivers are made in Section 4.1.2. The numerical analysis and the simulation
results show that the decisions of the conventional RAKE are in most cases suf-
ficiently reliable for proper training. Depending on the adaptive implementation
of the LMMSE-RAKE receivers the performance may sometimes be worse than
with the conventional RAKE receivers. To avoid such a situation, the adaptive
receiver branch could be switched off during the periods when it would impair
the performance. Two different switching criteria are presented in Section 4.1.3.
It is shown that decisions made by the conventional RAKE receiver can be used
to train the postcombining LMMSE receiver. A general convergence analysis will
be developed in Section 4.2.2 for the postcombining LMMSE receiver in order to
assess its usefulness in fading channels. The chapter is summarized in Section 4.3.
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4.1. Adaptive precombining LMMSE receivers

The modified MSE criterion E{|h—h|?} requires that the reference signal h = CAb
is available in adaptive implementations. Hence, the adaptive versions of the
precombining LMMSE receiver need to know spreading sequence timing, data bits,
and complex channel coefficients of each desired multipath component of estimates
thereof. This side information on channel parameters may not be available in
all applications. In the conventional coherent RAKE receiver this information is
available. An adaptive least mean squares version of the precombining LMMSE
receiver which is based on the structure similar to the conventional RAKE receivers
is derived in the sequel. Since we are interested in finding adaptive single-user
receivers, the optimization criterion is presented for each path separately, i.e.,
T = E{|(h)x, — (h)re P}

The modified cost function results in separate LMMSE receivers for each mul-
tipath component, as can be seen in Figure 3.1. The adaptive LMMSE receiver is
actually an adaptive RAKE receiver, where each receiver branch is adapted inde-
pendently to suppress MAI Hence, this receiver (Figure 4.1) is called the adaptive
LMMSE-RAKE receiver.

Channel CIE,?
estimator

/4
Adaptive

t FIR W
LMS

Channel
estimator

Vol
Adaptive

t FIR W)
LMS

Fig. 4.1. General block diagram of the adaptive LMMSE-RAKE receiver.

r®

The practical linear receivers do not need to process the whole received signal
block of N symbol intervals at once. It was shown, e.g., in [25, 65] that the finite
length FIR versions of linear multiuser receivers of length less than 10 symbol
intervals are sufficient in many cases. The received signal is processed in blocks of
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M symbols (M < Np). Let the input sample vector during the nth symbol be
£ = [fTn-D) T p D) e M (4.1)

where M = (2D +1) is the sample vector length in symbol intervals. The received
signal vectors are fed to the linear filters with impulse response

n n n T
wl(f;,l) = [wl(c,l) (0), .. ’wl(c l)(MSG -1 € cMse. (4.2)

The output of the Ith receiver branch can be written as y,(c"l) =Wy (l") (™. The
decisions in an LMMSE-RAKE receiver are made according to

b( ™) = sgn <Zc (l") Y ) (4.3)

where sgn(-) is the signum function and 6,(:2 is the estimated channel coefficient.

The filter coefficients are derived using the MSE criterion (E[|e§:l)|2]), which
leads to the optimal filter coefficients Wy spjx,; = E;IEMU [21], where 3zgq, , is
the cross-correlation vector between the input vector ¥ and the desired response
di,;. Adaptive filtering is based on iteratively solving the optimization problem.
The most widely used methods are based on estimating the gradient of the error
function and aiming at the negative gradient directions, which provide steepest
descent on the error surface. The filter weights are updated according to

wir ) = wil = uVi, (4.4)
where p is a step-size parameter and Vy; is the gradient of the MSE with respect
to the filter weights!. Let us first assume that the receiver processing window
M is only one symbol interval, i.e., ©™® = r(®) = r. The gradient of the MSE
(Je,; = E{|ck,1Arbr — wil’lr|2) with respect to the filter weight vector wy,; is

Vig = —2BE[r(ckArbi)*] + 2E[rr" | wy,
= _2Erdk,l + 221“”"77“ (45)

where dy; = ¢, Akbr (In the remainder of this chapter, it will be assumed that
A =1, Vk.). The resulting iterative algorithm includes the recursions

Wit = w4 20(Bra,, — Sewl) (4.6)
and is called the steepest descent algorithm [21]. The widely used approximation
of the gradient is the so-called stochastic approximation: Vj; ~ —2r(cg bg)* +
2rr wgcnl) = —2r(cg bp)* + 2ry; ;. Using this as a gradient estimate and assuming
now that M > 1, the so-called least mean squares (LMS) algorithm has the form

wl(c:nl+l) (") + 2/J,f'(n) ( b(") yl(c,nl))* e CMSG, (4.7)

k,l 0J 1 a8J
vkl = SRe{wk 7 +J31m{wk T = 26 [21, pp. 197, 894].



69

The receiver vector can be decomposed into adaptive and fixed components
such that
wi) =850 +xY) € CMSC, (4.8)

where xgcnl) is the adaptive filter component and

_ T
Sk,l = [Or(I‘DSG+Tk,,)><1aS'IfaO'(I‘DSGfrk,;)xl] (49)

is the fixed spreading sequence? of the kth user with the delay Ty,1. Hence, the
adaptive component can be overlaid on the conventional RAKE receiver, as is
shown in Figure 4.2. The updates for the adaptive component can be written as

= ) 2 (Y )

ngl) + 2/‘551) ekfln) £(?), (4.10)

where u,(:l) is a time-variant step-size parameter, which controls the rate of con-

vergence of the algorithm.

Pilot 1

4] ((n-N)
MF 2N+1 & q(<

* to combiner

Fo

Fig. 4.2. Block diagram of one receiver branch in the adaptive LMMSE-
RAKE receiver.

The optimal step-size depends on the eigenvalues of the input vector covariance
matrix Xz [21]. Quite often the step-size is chosen as

) = p/(FWED) 0 < p< 1. (4.11)

2With this definition interference is not suppressed symmetrically from past and future sam-
ples. With the definition §;; = [Orgsaxl,s;{, OESle]T symmetric interference suppression is
achieved. In such a case, however, the received signal must be delayed separately for each RAKE
branch. It should be noted that with receiver span of one symbol interval (M = 1) only the latter
definition results in satisfactory performance with large delay spreads. In the numerical examples
(Section 4.1.2.3) the receiver with span one symbol interval in a two-path fading channel uses the
sequences Sk,1 = [sE,OE{maz]xl]T and §g 2 = [OE‘[MM]M,SE]T, where Tjpqz) is the maximum

delay difference between the multipath components.
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An LMS algorithm with this step-size is called the normalized LMS (NLMS) algo-
rithm [21]. The actual value of the step-size is crucial for the adaptive postcombin-
ing LMMSE receiver when used in fading channels [91]. Since the precombining
LMMSE receiver does not need to track the fading channel coefficients, the step-
size can be set more freely. The NLMS algorithm will be used in all numerical
examples presented in this thesis.

The error signals, ‘35:1) = dgfl) - y,g:‘l), produced by the difference between the ref-
erence signals and the filter outputs, are used to update the filter weights. Either
known or estimated data symbols are used as reference signals in the adaptive post-
combining LMMSE receivers. The product of the estimated channel coefficients
and data symbols is the reference signal in the adaptive precombining LMMSE
receiver (d\™ = &™b(™ or d") = &™) respectively). The data decisions pro-
duced initia’lly by a conventional RAKE receiver are often sufficiently reliable for
adapting the receiver as will be demonstrated through numerical examples.

It is clear that the channel estimator performance significantly affects the con-
vergence of the adaptive LMMSE-RAKE receiver. If the system provides an un-
modulated pilot channel, the channel can be estimated accurately from the pilot.
E.g., the FMA2 concept includes an optional pilot channel for the downlink. The
pilot channel may have a higher power than the data channels, which assists chan-
nel estimation particularly in heavily loaded situations. The most trivial way to
estimate the channel coeflicients from the pilot channel is to filter the pilot channel
correlator outputs with a moving average filter. Depending on the rate of fading,
the averaging can be made over such a long time interval that the zero-mean MAI
will be averaged out towards zero. In fast fading channels when the averaging
interval must be rather short a near-far resistant channel estimator, e.g., based on
the LMMSE criterion could be used to provide reliable channel estimates. This is
possible if the channel is estimated from the output of the adaptive receiver branch
[97]. In the numerical examples presented in this thesis, a conventional smoothing
(see p. 130) based channel estimator utilizing a pilot channel has been used. The
channel estimate is given as

N

s _ 1 <T —(n—i
Gl = N1 Z s;f’lr( ), (4.12)

1=—

where 2V +1 is the smoother length in symbol intervals, N is the smoothing delay
(see Figure 4.2) and §,; denotes the pilot channel code for the Ith path.

4.1.1. Approximate BEP analysis with imperfect reference

In the adaptive LMMSE-RAKE receiver, the decisions and the channel estimates
made by the conventional RAKE receiver are used in training. Hence, the reference
signal used for receiver adaptation contains errors which impair the BEP of the
receiver in the steady-state. In this section, an approximate BEP equation is given
for the adaptive versions of the precombining LMMSE receivers, which takes into
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account the impacts of the imperfect training signal.

The Gaussian approximation has been used to analyze the performance of the
adaptive LMMSE detectors [81, 188]. The bit error probability for an adaptive
LMMSE detector in fixed channels can be approximated as [81]

Py~ Q , (4.13)

where 0(21 is the variance of the desired response, J,E?lo) is the final steady-state
mean squared error for the adaptive algorithm, and it is used to estimate the
impact of the noise and the residual interference on the receiver performance.
This approximation for the BEP will be used to evaluate the BEP of the adaptive
precombining LMMSE receiver with imperfect reference signal.

For the LMS algorithm, the mean squared error at iteration n is given by

I = Tioptig + T2 (4.14)

ex)k,l?

where Jiopik, = 05— Erdk B2z, , is the MSE of the optimal Wiener filter [21],

di; is the desired response with power o2 = [|ck M pm2],
I =t [Z M, (4.15)
is the excess MSE, tr[] is the trace of a matrix, and r® = E[(W[MSE]]C’I —

wffl))(w[ MSEk,] — w,(cnl))H] is the tap weight error covariance matrix at iteration

n. The final steady-state MSE achieved is given by [21, 84]
Igolo) _ J[opt]k,l
, 2D+1)SG ’
1= 22T a2~ uha)
where \; are the eigenvalues of ;. Assuming that the step-size u is relatively
small, the final steady-state MSE can be approximated as

(4.16)

Jl(c?f) ~ Jioptikt = 04 — Bta,, 5 Srde,- (4.17)

For notational simplicity, it will be assumed in the sequel that the multipath
intensity profile is flat and that the user energy is equal to one (62 = Ey/L = 1/L).

If the reference signal based on estimated channel coefficients and data decisions
(d(nl) = A,(c"l 5™ deviates from the real desired reference, the elements of the cross-
correlation vector Y4, get smaller and the final MSE increases. This will increase
the BEP as can be seen from (4.13). Let us first assume that the data decisions
IA)EC") = b;c") are correct and that the radio channel is estimated by using a pilot
channel and a moving average smoother of length 2N + 1. It is straightforward to
show (Appendix 3) that in the synchronous downlink channel with equal energy
propagation paths (¢;(0) = %), desired user power A2 = 1 and pilot channel
power Af, =1, the cross-correlation ¥z4, , can be approximated as

Srd, N 2N+ aN D ( Z Okl z)) (4.18)
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where ¢y (i) = E[cgfl) chln“)] is the channel autocorrelation coefficient for the
delay of i symbols (see Section 2.2). If the channel is not changing significantly
during the channel estimation observation interval (2NN 4 1), the channel autocor-
relation is approximately constant over 2N + 1 symbols and the cross-correlation
with estimated channel can be approximated as Xzq4, , ~ %§k’l. Hence, the chan-
nel estimation based on the pilot channel degrades the performance of the adap-
tive LMMSE-RAKE receiver only marginally. If the channel changes significantly
within the observation interval, the summation in (4.18) is reduced and the BEP
is significantly degraded if the channel estimation interval (2N + 1) is not made
smaller.

The impact of the incorrect data decisions in the reference signal on the conver-
gence of the adaptive algorithm is significantly more difficult to analyze than the
impact of the channel estimation errors. However, a useful insight can be obtained
by using the simplified analysis presented below. Its conclusions are verified by
Monte-Carlo computer simulations presented in the next section. The decision
errors in the reference signal are assumed to be independent from the LMMSE
receiver output. This assumption is valid, e.g., if the adaptive filter is trained by
using the data decisions made by the conventional RAKE receiver. It is assumed
that the channel is known and that the data decisions are completely independent
from the adaptive LMMSE-RAKE receiver outputs. Furthermore, the errors are
assumed to be i.i.d. uniform random variables that are independent from the in-
put signal vector r. These latter two assumptions are not exactly valid, since the
RAKE receiver is making the decisions based on ¥ which means that the decision
errors depend on the input vector. The exact analysis of the BEP with decision
errors is somewhat cumbersome, and this simplified analysis is used only to obtain
insight to the problem at hand. The cross-correlation vector with an erroneous
training signal in a known channel for BPSK modulated data can be expressed as

Ef‘dk,l = (1 - Pe)zf‘dk,x + Pe(_zf‘dk,l)
(1—2P,)Se, .. (4.19)

If the bit error rate of the reference signal (P,) is 0, no impairment is caused. For
the reference bit error rate 0.5, the cross-correlation will be zero, J. ,(:lo) =1/L, and
the bit error rate of the LMMSE-RAKE receiver will be 0.5.

The analysis with imperfect reference signals assumes that the expectation is
taken in the cross-correlation Xg4, , computation. In practical algorithms the
expectation is only approximated and the results are valid for small step-size values
only. The impact of the imperfect reference signal with different step-size values
will be studied through simulations.

4.1.1.1. Numerical examples

The main parameters used are the following: carrier frequency 2.0 GHz, symbol
rate 16 kbits/s, 31 chip Gold code, and rectangular chip waveform. Synchronous
downlink with equal energy two-path (L = 2) Rayleigh fading channel with vehicle
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speeds of 40 km/h (which results in the maximum normalized Doppler shift of
4.63 - 107%) and maximum delay spread of 10 chip intervals. The number of
users examined was 1 — 30 including the unmodulated pilot channel. The average
energy was the same for the pilot channel and user data channels. A simple
moving average smoother of length 11 symbols was used in a conventional channel
estimator. Perfect channel estimation and ideal truncated precombining LMMSE
receivers were used in the analysis to obtain the bit error probability lower bounds.
The receiver processing window is three symbols (M = 3) unless otherwise stated.
The adaptive algorithm used in the simulations was normalized LMS with l‘;:,ll) =
m(ff’g") f-xll))*l. The simulation results were produced by averaging
over the BERs of randomly selected users with different delay spreads.

If the proposed adaptive receiver is used to improve the performance of the con-
ventional RAKE receiver, and the system does not provide a training sequence,
it is important that the receiver can be adapted using decision direction only.
That is, the decisions made by the conventional RAKE receiver could be used
in training. In order to determine the impact of decision errors on the perfor-
mance of the precombining LMMSE receivers, the BEP with imperfect training
signal was calculated according to (4.13) and (4.19). The results are presented in
Figure 4.3. The results verify that with moderate reference BERs (< 1072) the
BEP of the precombining LMMSE receiver is not degraded significantly when the
number of users is more than 10. The simplified analysis shows that the precom-
bining LMMSE detector can be trained using an imperfect training signal, and the
reference signal BER requirements are moderate.

The impact of imperfect training was also confirmed by fading channel simu-
lations, where the decisions and the channel estimates made by the conventional
RAKE receiver were used to train the adaptive LMMSE-RAKE receiver (Figure
4.4). The simulation results also show that if the number of users is not too high
(K < 30), the adaptive LMMSE-RAKE outperforms the conventional RAKE re-
ceiver at high SNRs. Due to imperfect adaptation, the conventional RAKE has
better BER performance at low SNRs. If the number of users is 30, the adap-
tive LMMSE-RAKE receiver always has worse performance than the conventional
RAKE receiver. When the BER with the conventional RAKE receiver is larger
than 3- 1072 the training based on the conventional RAKE receiver fails and the
adaptive LMMSE-RAKE does not improve the performance.

The conclusions to be made from the results presented in this section are that
the conventional RAKE receiver can be used to train the LMMSE-RAKE receiver
provided that the BER of the conventional RAKE is not very high.

4.1.2. Blind adaptive receivers

In Chapter 3 the postcombining and precombining interference suppression type
LMMSE receivers were studied. The discussion is extended to blind receivers of
the form X7 1§k,l in this section. Each multipath component requires a separate
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Fig. 4.3. Bit error probabilities as a function of the reference signal bit error
rate for the precombining LMMSE receiver in fixed two-path channels at the
SNR 10 dB with different numbers of users.
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LMMSE filter in precombining LMMSE receivers. Hence, the decision variable is
a maximal ratio combined output of all filters expressed as

L
- e
=1
L
* H
= Zék(ln )Wk,gn)f'(")
=1
L
* H
= Eékfln) (Eglgk’l) (™)
=1

L H
- o ()

= 5, S, (4.20)
The last form reveals that the blind receivers can be presented by using only a
single receiver filter similar to the postcombining LMMSE receivers. However, as
the derivation above shows, it does not matter whether L or only one receiver filter
is used; the receivers are mathematically equal and the performance will be the
same. In fact, the blind adaptive receivers cannot be presented in the form of the
postcombining LMMSE receivers (3.1). Using only one interference suppression
filter instead of L separate filters results in problems in receiver adaptation, since
the channel estimates would be needed to determine the maximal ratio combined
signature sequence éij) ROk By using separate filters, the channel estimation can
be performed more easily. For that reason, only the solutions based on separate
interference suppression filters are considered in the sequel. It must be pointed
out that in the adaptive LMMSE-RAKE receiver, where the channel estimation is
based on a pilot channel, both receiver structures are possible.

4.1.2.1. Receivers based on LMS algorithms

One possible adaptive implementation of the precombining LMMSE receiver is the
adaptive LMMSE-RAKE receiver. Since, the true transmitted bits and channel
coefficients required in the receiver adaptation are not available, the estimates pro-
vided by the conventional RAKE receiver are used to train the receiver. Hence,
the adaptive LMMSE-RAKE receiver is blind in the sense that no training se-
quences are required. The minimum output energy criterion was used in [96] to
derive blind adaptive receivers. It is well known that the MSE and MOE criterion
lead to the same receivers up to a scalar and have the same performance under
ideal conditions. However, their performance depends on the adaptive implemen-
tations which may differ significantly. There are also other known blind adaptive
algorithms suitable for single-user precombining LMMSE receivers, such as the
unconstrained [103] and constrained constant modulus algorithm [97, 100, 103],
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Griffiths’ algorithm [100] and the generalized sidelobe canceller [98, 100, 103]. Also
the blind adaptive algorithms based on higher order statistics [189] have been pro-
posed [190]. In the sequel, the principles of some blind receivers based on the
traditional LMS algorithms are briefly reviewed.

Adaptive LMMSE-RAKE

The adaptive LMMSE-RAKE includes recursions (see Section 4.1)
xgc?lﬂ) = xg,bl) + 2#5!?1) (éscr,bz)i’gcn) - yl(ctbl)) ). (4.21)

It should be observed that although no training sequences are needed in the adap-
tive LMMSE-RAKE receiver, the adaptation is not blind from the adaptive algo-
rithm perspective, i.e., a reference signal is used to train the interference suppres-
sion filter.

Adaptive MOE receiver

The generalized sidelobe canceller (GSC) [191] can be used as a general framework
for blind adaptive receivers which decompose the filter into fixed and adaptive
parts. The GSC is based on the constrained optimization of the MOE. The GSC
algorithm has been applied to blind adaptive single-user receivers in [103, 98,
100]. In the single-user receiver case, only the desired user sequence is used in
the constraint matrix and the constraint value is equal to 1. If the constraint
matrix contains several constraints, the fixed part decorrelates the desired signal
component from those specified as additional constraints [98]. This structure could
be beneficial when receiving several parallel data channels, i.e., with the multicode
option (see Chapter 2) in the third generation CDMA systems. Also, the multipath
decorrelating receiver (see Section 3.2.5) can be presented in the GSC framework
by using the desired user sequence L times in the constraint matrix and by using
an L x L identity matrix as a constraint matrix. The GSC algorithm with multiple
constraints is not studied further in this thesis.

If only a single constraint is used, the basic blind adaptive MOE receivers
[96] are obtained. The MOE (E[|yx;|%]) and the MSE criteria lead to the re-
Ceivers Wiapoglk, = 2;1519,1/(53,12;15&1) [96] and Wimspky = Zp Trap, =
Iy 1§k,lE[|Ck,l|2]- Hence the receivers are equal up to a scalar, and they have the
same performance in an ideal case. The normalization of the filter weights has an
impact on the decomposition of the filter weights as will be shown in Section 4.1.3.
The adaptive and non-adaptive components are constrained to satisfy 55’ lxgc"l) =0
in the MOE receivers. The stochastic approximation of the gradient for the MOE
criterion is Vj; = s (n) wy ;. The orthogonality condition is maintained at
each step of the algorithm by projecting the gradient onto the linear subspace
orthogonal to §;;. In practice, this is accomplished by subtracting an estimate
of the desired signal component from the received signal vector. Hence, the blind
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receiver based on the MOE criterion with receiver span of one symbol interval [96]
and with receiver span of three symbol intervals [95] includes recursions

)

n n n)_H _ n —(n —(n
xgc,l—H) = xigc,l) - 2#2,1)1' (») (Sk1 + xigc,l)) (r( ) — Fr, (F;cr,lr( ))), (4.22)
where
T
Orrrk,le’ Sk OaDSGfﬂhx)xl
OTSG 1 Sk OTzD 1)SG 1
Fj = (SG+Tr,1) % ' ((2D-1)SG—Tp1) X c RMSGxM

OaDSG+Tk,1)><17 [sk(TS)’ oo sk(Ts(SG — TkJ))]

(4.23)

is a block diagonal matrix of sampled spreading sequence vectors. Effectively M
separate filters are adapted in (4.22) as was proposed in [95].

Griffiths’ algorithm

In Griffiths’ algorithm [192, pp. 85 — 86] it is assumed that the cross-correlation
vector Xgq, , in (4.5) is known. Furthermore the instantaneous estimate for the

covariance is used, i.e., Xz ~ f'(")fH("). In this case the cross-correlation is Yrd, =
E[|ck,1|?)8k,;. Hence, Griffiths’ algorithm results in adaptation according to

n+1 n n
xg«,,l+ ) = xgc,l) + 2#59,1) (E“Ck,l

2]Fk,llM — f‘kfln) (gk,l + X;:l) )Hf‘(n)) . (424)
In practice, the energy of multipath components (E[|ck;|?]) is not known and it
must be estimated.

Constant modulus algorithm

The optimization criterion with the constant modulus algorithms [192, Chapt. 6]
is E[(lyk,:[* — w)?], where w is the so-called constant modulus (CM), which is
set according to the received signal power, i.e, w = E[[ck |?] or w(® = |c§c”l)|2.
Using the CM algorithm, it is possible to avoid the use of the data decisions in the
reference signal in the adaptive LMMSE-RAKE receiver by taking the absolute
value of the estimated channel coefficients (|é§€"l)|) in adapting the receiver [97].
In the precombining LMMSE receiver framework, the cost function for the BPSK

data modulation is E[| |h|2 —|h[? |?]. The stochastic approximation of the gradient

for the CM criterion is V; = (|y§c"l) > — |é§!fl) 2)x™z" (") wy, ;. Hence, the constant
modulus algorithm can be expressed as

n+1 n n) *(n n A(n —(n
xgc,l—’_ ) = xgc,l) - 2/‘2,1)?/19,(1 )(|3/1(c,l)|2 - |C§c,z)|2)r( ). (4.25)
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Constrained LMMSE-RAKE, Griffiths’ and constant modulus
algorithms

The adaptive LMMSE-RAKE (4.21), the Griffiths’ (4.24) and the constant mod-
ulus algorithm (4.25) contain no constraints. By applying the orthogonality con-
straint 5;-5’,x§jl) = 0 to each of these algorithms, an additional term é;f’lngl)ék,l is

subtracted from the new update xglﬂ) at every iteration [97]. The constrained

LMMSE-RAKE receiver becomes
xgc?lﬂ) = ngl) + 2;1,271) (62’}? IA)%") — y,(cnl)) g7 — §E,,x§:l)§k’l. (4.26)

The Griffiths’ and the constant modulus algorithms can also be defined in a similar
fashion.

4.1.2.2. Blind least squares receivers

All blind adaptive algorithms described in the previous section are based on the
gradient of the cost function. In practical adaptive algorithms the gradient is
estimated, i.e., the expectation in the optimization criterion is not taken but is
replaced in most cases by some stochastic approximation. In fact, the stochas-
tic approximation used in LMS algorithms is accurate only for small step-sizes p.
This results in rather slow convergence, which may be intolerable in practical ap-
plications. Another drawback with the blind adaptive receivers presented above is
the delay estimation. Those receiver structures as such support only conventional
delay estimation based on matched filtering (MF). The MF based delay estima-
tion is sufficient for the downlink receivers in systems with an unmodulated pilot
channel since the zero-mean MAI can be averaged out if the rate of fading is low
enough. However, all emerging CDMA systems do not have the pilot channel. In
those cases it would be beneficial to use some near-far resistant delay estimators.

One possible solution to both the convergence and the synchronization problems
is based on blind linear least squares (LS) receivers [105], which are based on
minimizing the least squares cost function

n ] ) H, 2
Jinswa = D (c}jjbgj) - Wi )f‘(J)) ; (4.27)
j=n—N+1

where N is the observation window in symbol intervals. The least squares estimate
for the filter weights can be written as

~—1 n)_
wit) =3 sy, (4.28)

.1
where X, () denotes the estimated covariance matrix over a finite data block.
The estimate for the covariance matrix is called the sample-covariance matrix,
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which can be expressed as
M-y 0o, (4.29)
j=n—N+1

Analogous to the MOE criterion, the LS criterion can be modified as

L H 1\ 2
JiLs ks = Z (wk’(l")f'(”) , subject to Wgﬁk,t =1, (4.30)
j=n—N+1

which results in the receiver coefficients [105]
(4.31)

The adaptation of the blind LS receiver means updating the inverse of the
sample-covariance. It is clear that the blind adaptive LS receiver is significantly
more complex than the stochastic gradient based blind adaptive receivers. Recur-
sive methods, such as the recursive least squares (RLS) algorithm [21], for updating
the inverse and iteratively finding the filter weights are known. Also, the meth-
ods based on eigen-decomposition of the covariance matrix have been proposed to
avoid explicit matrix inversion [102, 193]. In this thesis, only the method based
on the matrix inversion lemma [194]

(A+BCD) '=A"'-A"'B(DA'B+C!)"'DA! (4.32)

is considered. Equation (4.32) can be used to update the inverse of the sample-
covariance as a new data vector is received:

5 (D) g(m)gH(n) 3 1)

.- (- ~1 -
RO (2( Y —I-f'(")f'H(")) =3, D _ =1
1+5my, M Dgn)

(4.33)

In time-variant channels, the old values of the inverse must be weighted by the

so-called forgetting factor (0 < v < 1), which results in the following recursive
inverse updating rule [191, p. 407]

. —1

E,\:;1(11,) _ l ﬁ];l(n—l) _ Ef‘ —

7 y+E e VEm)

(n—1) 5(n) g (n) ﬁ;;l(nfl)

(4.34)

It will be demonstrated by numerical examples that it is sufficient to initialize the
algorithm as fli 1) =L

Once the inverse for the sample-covariance is obtained, the blind receiver can be
solved if the delay for the signal component of interest is known. As was indicated
earlier, the blind LS receiver structure can be used for delay estimation as well.
Namely, the minimum variance delay estimator developed for beamforming [191]
gives the blind MOE receiver for the correct delay. In delay estimation, the power
at the estimator output is maximized for the correct delay. Clearly, this property
can be used in delay estimation, as will be shown in Chapter 5.
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4.1.2.3. Numerical examples

In this section the convergence and the BER performance of the different blind
adaptive receivers are studied. The parameters used in the simulations are the
same as in Section 4.1.1.1, except the delay difference between the multipath com-
ponents is 5 chip intervals.

The excess mean squared error® (4.15) was simulated as a function of iterations
for the blind adaptive receivers in a two-path fading channel with the SNR of 20
dB with 10 and 20 active users. The curves have been obtained by averaging the
squared errors from 200 simulations for the adaptive LMMSE-RAKE receiver and
100 times for other receivers. The results for the constant modulus, the Griffiths’,
the blind MOE, and the LMMSE-RAKE receivers with step- sizes 4= 10"! and

100~! (the NLMS algorithm was used with ,ugc"l) = pu((2D +1)SGr, (l") 7Y l)) ) are
presented in Figures 4.5 — 4.8.

Based on these results, all other schemes except the adaptive LMMSE-RAKE
require rather small step-size for sufficiently small excess MSE. With decreasing
step-size, the excess MSE of all schemes studied approaches zero and their perfor-
mance is equal. Using a filtered estimate? of the received signal power instead of
the instantaneous value did not improve the convergence of the constant modulus
algorithm significantly. The addition of the constraint on the unconstrained al-
gorithms did not have significant impact to the convergence, and therefore, these
results are not shown in the figures. Based on the presented results it may be con-
cluded that the adaptive LMMSE-RAKE converges faster than the other known
blind adaptive receivers based on stochastic gradient algorithms. The constant
modulus algorithm would require the smallest step-size for the same final MSE
and has the slowest convergence for that reason. The Griffiths’ algorithm and the
blind MOE receivers have roughly the same convergence rate, although the latter
is slightly better.

The bit error rates of different schemes were studied in a 30-user and 15-user
case with different step-sizes at the SNR of 20 dB. The results are presented in
Table 4.1. The performance of different algorithms is very similar with small
step-sizes (u = 1007!). When faster convergence is required and the step-size
must be increased (u = 10 1), only the adaptive LMMSE-RAKE receivers result
in significant performance improvements with respect to the conventional RAKE
receiver. With 15 users their performance is degraded only marginally when in-
creasing the step-size from p = 100! to 4 = 10~!. The basic version of the
adaptive LMMSE-RAKE receiver (4.21) has worse performance than the conven-
tional RAKE receivers in the 30-user case. The orthogonalized (or constrained)
LMMSE-RAKE receiver does not have such a problem unless the step-size is too
large. Since the BERSs of all blind adaptive receivers are quite similar with small
step-size, the BERs versus SNR for all schemes can be estimated from Figure 4.4
with moderate system loads.

3The filter coefficients have been normalized at every iteration when computing the excess

H
MSE such that w, (") inl) =1.
4A recursive estlmator with a forgetting factor of 0.9975 was used to average the absolute

values of the channel estimates. See p. 43 for the recursive filter definition.
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The BER simulation results for the blind LS receivers in a known two-path
fading channel with varying averaging interval in sample-covariance estimation for
K = 10 and 20 are presented in Figure 4.9. The direct inversion instead of the
iterative matrix inversion (4.34) was used. Based on the results, the observation
interval in sample-covariance estimation must be relatively long to obtain good
performance. The receiver with span one symbol interval (M = 1) has better
performance with smaller averaging intervals than the receiver with span three
symbol intervals (M = 3). The reason for this is the dimensions of the matrix
that is inverted; in the first case the matrix is of size (31 + Timaq]) X (31 + Tmaz))®
and in the second case 93 x 93. The imperfections in the sample-covariance are
emphasized more with larger receiver spans.

The convergence curves (excess MSE) for the blind LS receivers are presented
in Figures 4.10 and 4.11 for different forgetting factors. Only 20 simulation runs
were averaged to obtain the curves of Fig. 4.10 and 50 runs to obtain the curves of
Fig. 4.11. Clearly, the blind LS receiver improves the convergence in comparison
to the blind adaptive LMS based receivers. The comparison is not fair, since the
LMS algorithms were used in the receivers with span three and their convergence
can also be improved with smaller spans.

In practice, the inverse is computed iteratively, e.g., by using the scheme of
(4.33). The Frobenius norm® was evaluated as a function of time for the scheme by
using the identity matrix as the initial value for the inverse. The results (see Figure
4.12) indicate that the iterative algorithm performs well and the convergence of
the iterative scheme is fast.

5The receiver vector length has been one symbol interval plus the maximum delay difference
between the multipath components T[;,q2]-

S|lAllF = y/tr[AHA]
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Fig. 4.5. Excess mean squared error as a function of the number of iterations
for different blind adaptive receivers in a two-path fading channel with vehicle
speeds of 40 km/h, the number of active users K = 10, SNR = 20 dB,
p=10"1.
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Fig. 4.6. Excess mean squared error as a function of the number of iterations
for different blind adaptive receivers in a two-path fading channel with vehicle
speeds of 40 km/h, the number of active users K = 10, SNR = 20 dB,
p=100"1.
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Fig. 4.7. Excess mean squared error as a function of the number of iterations
for different blind adaptive receivers in a two-path fading channel with vehicle
speeds of 40 km/h, the number of active users K = 20, SNR = 20 dB,
p=10"1.
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Fig. 4.8. Excess mean squared error as a function of the number of iterations
for different blind adaptive receivers in a two-path fading channel with vehicle
speeds of 40 km/h, the number of active users K = 20, SNR = 20 dB,
p=100"1.
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Fig. 4.9. BER as a function of the sample-covariance averaging interval for
K = 10, 20 for receiver spans of one (M = 1) and three symbol intervals
(M = 3) in a two-path fading channel at a SNR of 20 dB.
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Fig. 4.10. Excess mean squared error as a function of the number of iterations
for the blind adaptive LS receiver of span three symbol intervals (M = 3) with
different forgetting factors (1 —2/NN) in a 10-user case at a SNR of 20 dB and
vehicle speeds of 40 km/h.
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Fig. 4.11. Excess mean squared error as a function of the number of iterations
for the blind adaptive LS receiver of span one symbol interval (M = 1) with
different forgetting factors (1 —2/NN) in a 10-user case at a SNR of 20 dB and
vehicle speeds of 40 km/h.
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Fig. 4.12. Frobenius norm for the iterative inverse updating algorithm in a
10-user case at a SNR of 20 dB and vehicle speeds of 40 km/h.
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Table 4.1. The BERs of different blind adaptive receivers at a SNR of 20 dB in
a two-path Rayleigh fading channel at vehicle speeds of 40 km/h. The acronyms
used are: adaptive LMMSE-RAKE (LR), adaptive MOE (MOE), Griffiths’ algo-
rithm (GRA), constant modulus algorithm with instantaneous channel tap powers
(CMA), constant modulus algorithm with average channel tap powers (CMA2),
constrained adaptive LMMSE-RAKE (C-LR), constrained constant modulus al-
gorithm with instantaneous channel tap powers (C-CMA), constrained Griffiths’
algorithm (C-GRA), constrained constant modulus algorithm with average channel
tap powers (C-CMA2) and conventional RAKE (RAKE).

Adaptive K =30 K =15

receiver | p=100" | p=10"1 | u=100"1 | p=10"1 | p=27?
LR 4.5.1072 3.9.1071 6.3-10"* | 7.2.107% | 3.0-10~2
MOE 281072 | 42102 6.0-10"* | 2.1.107% | 9.1.10"2
GRA 2.8.1072 | 471072 | 6.4.107* | 3.3.10°3 | 1.2.10°!
CMA 3.9-1072 | 4.0-10~! | 1.2:1073% | 2.1.10"2 | 5.0-107!
CMA2 3.3.102 | 4.0.10~! | 1.8.1073% | 2.1.10~2 | 5.0-107!
C-LR 3.2.1072 | 4.2.1072 | 6.3.107* | 6.4-10~% | 1.9.1073

C-CMA | 3.310-2 | 5.0.10-' | 6.1.10-* | 3.8.10-! | 5.0.10!
C-GRA | 281072 | 421072 | 6.1-107* | 23103 | 9.7.10~2
C-CMA2 | 2.9.1072 | 5.0-10°% | 7.7.107* | 2.7.107 | 5.0.1071
RAKE 3.1.10°2 | 3.1.10°2 | 7.1.107% | 7.1.107% | 7.1.1073
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4.1.3. Adaptive LMMSE-RAKE with adaptive branch
switching

The adaptive LMMSE-RAKE receivers have the fastest convergence among the
blind adaptive receivers studied in the previous section. The basic algorithm re-
sults in slightly worse performance than the algorithm with the orthogonality con-
straint. At low SNRs or high system loads the conventional RAKE receiver can
outperform the basic adaptive LMMSE-RAKE receiver. This is due to the fact
that an imperfect reference signal was used in adaptation. In some circumstances
all blind adaptive receivers may confront convergence problems and the perfor-
mance may be significantly degraded. To avoid this problem, the adaptive filter
should be switched off during the periods when the conventional RAKE receiver
would give better performance. This may be useful in applications when there
is a high risk that the adaptation can fail for some reason. The two possibilities
for the adaptive filter branch switching studied are the MSE and the correlation
based methods.

The steady-state MSE can be approximated as J,E?lo) ~ Jioptikg = B|lex?] —

zglk,,z:;lzm,,. This can be also written as

T = Blepal?] (1 - E[lexa ?]E 25 '58). (4.35)

The actual MSE value after training over a finite number symbols also includes
the excess MSE term (4.15), but assuming that the step-size is small, it can be
neglected. The steady-state MSEs as a function of the number of users for different
SNRs in a two-path Rayleigh fading channel with multipath components of equal
energy is depicted in Figure 4.15. As the number of users increases or the SNR
gets lower, the MSE increases. Therefore, the MSE can be used as an indicator
for the low SNR or high system load, which are the cases when the conventional
RAKE has slightly better performance than the adaptive LMMSE-RAKE receiver.
The MSE can be estimated in practical receivers as

n

n 1 ;
I = TR (4.36)
i=n—W-1

where W is the averaging interval. The block diagram of the adaptive LMMSE-
RAKE receiver with the MSE based branch switching is given in Figure 4.13.

Another switching method is based on the correlation between the adaptive
interference suppression filter and the signature sequence of the desired user. The
justification for this approach is given in the following. The optimum filter coeffi-
cients are given as

wii = Eflee?] 25 Sk

(E[ICk,zIQ]E; t- I) Sk, + Sk (4.37)

Xkl + Sg,1-
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Fig. 4.13. Block diagram of one receiver branch in the adaptive LMMSE-
RAKE receiver with automatic adaptive branch switching based on the MSE.

The orthogonality condition for the fixed and adaptive filter components is 5{ Xkl =
0, which in this case can be written as

§£lxk,l = §']£l (E[ 2]2;1 — I) §k,l

= Eller*]85, 25 S — 1, (4.38)

. . . . . . _T —1- _
which is zero only in the single-user single-path noiseless case, when s; ;%58 =

E[|Ck,l|2]_1- The optimum normalization coefficient A in the adaptive filter de-
composition is found from

St (VBT -T)8, =0 (4.39)

to be N' = (5;5712;15&1)71, which is the same as for the MOE receivers. Hence,
only the MOE criterion leads to the optimum filter decomposition, as could be
expected.

With the adaptive LMMSE-RAKE receiver the adaptive and the fixed filter
components are allowed to correlate. The correlation is small if the number of
users is low and the SNR high. At low SNRs or high system loads, the correlation
becomes more significant. This is depicted in Figure 4.16 for various number of
users and SNRs. Therefore, the correlation can be used as an indicator in the
adaptive filter branch switching. The filtered squared correlation can be expressed
as

1 = H(;
Jm = = S Ix skl (4.40)
1=n—W-1

The block diagram of the adaptive LMMSE-RAKE receiver with the correlation
based branch switching is given in Figure 4.14.

When J;; (n l) exceeds a predetermined threshold (¢x,;), the adaptive part is switched
off and only the conventional (MF) receiver branch is used in RAKE combining
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Fig. 4.14. Block diagram of one receiver branch in the adaptive LMMSE-
RAKE receiver with automatic adaptive branch switching based on the cor-
relation method.

see Figures 4.13 and 4.14). The adaptive part is switched on again when J(") is
( g p p g Kl
smaller than the threshold:

_ (n)

(n) _ ) Skl i 2 €y

Yki T (m ) (4.41)
Skrt+xp;, Jpp <&kt

The adaptive interference suppression filter is updated continuously regardless of
whether it is switched on or off in the multipath combining. The threshold ¢ is
set based on the switching criterion used as will be discussed in the next section.

4.1.3.1. Numerical examples

The BER simulations were carried out in a two-path fading channel with the max-
imum delay spread of 10 chip intervals and vehicle speed of 40 km /h which results
in the maximum normalized Doppler shift of 4.63 - 1072. The other parameters
used in the simulations are the same as in Section 4.1.1.1

As can be seen from Figure 4.4, the conventional RAKE receiver has better BER
than the basic adaptive LMMSE-RAKE receiver at low SNRs and high system
loads. The adaptive receiver branch switching is used to overcome this so that
either the conventional RAKE or the adaptive LMMSE-RAKE is used depending
on the SNR and system load. Only the basic adaptive LMMSE-RAKE receiver was
studied. First, the MSE based method (4.36) was studied. Based on the steady-
state MSE for different SNRs and number of users (Figure 4.16), the threshold &,
was set to 0.5 in simulations. As can be seen, this threshold value limits the use of
the LMMSE-RAKE receiver to the case of 15 active users at the SNR of 5 dB. The
averaging window size W was set to 500 in the simulations. The BER simulation
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results are presented in Figure 4.17. At first glance, the receiver seems to perform
as desired. In the case when K = 20 (not shown in the figure) the MSE criterion
always switched the receiver to the conventional RAKE mode. Hence, it is robust
only in extreme cases when the interference level is either low or very high. The
correlation based method, on the contrary, was robust in all cases studied. First,
the squared correlation for different SNRs and system loads was evaluated (Figure
4.16). Based on these values the threshold &;; was set to 0.2 in simulations, which
limits the the use of the LMMSE-RAKE receiver to the case of 10 active users at
the SNR of 5 dB. The averaging window size W was set to 500 symbol intervals.
The BER results with the correlation based switching criterion (4.40) are given in
Figure 4.18. According to the results, the correlation based switching is robust.
With the orthogonality constraint, the correlation is forced towards zero and the
correlation based method cannot be used.

4.1.4. Discussion

A novel blind adaptive single-user receiver was developed in this section. The
numerical examples show that the conventional RAKE receiver can be used to
train the adaptive LMMSE-RAKE receiver. The convergence of the receiver is
much better in comparison to the other known blind adaptive receivers based
on the LMS algorithms. When the number of users is not too high, i.e., when
the conventional RAKE receiver has good enough performance to provide reliable
reference signal to adaptive filter training, the performance is also superior to other
known blind adaptive LMS based receivers.

The performance of the blind adaptive least squares receiver was also studied
in a frequency-selective fading channel. It converges faster with narrow processing
windows than the blind adaptive receivers using LMS algorithms. The BER perfor-
mance is somewhat similar to the LMS based algorithms. The sample-covariance
inverse required in the blind adaptive LS receiver can be utilized in receiver timing
acquisition phase also, which makes this approach quite interesting.

The basic adaptive LMMSE-RAKE receiver can have worse performance than
the conventional RAKE receiver in some cases. To overcome this problem either
an additional orthogonality constraint can be used in adaptation or the adaptive
filter branch can be switched off when the adaptation has failed. The latter ap-
proach may provide additional robustness to the receiver operation in general. The
correlation based switching criterion was proven to be reliable in cases studied.

In cases when the training is based on a training sequence, the final MSE can
be used in the postcombining LMMSE receiver as a quality indicator to be used
in automatic repeat request (ARQ) protocols [91] or antenna diversity combining
[90] in determining whether the training has been succesful or not. In the next
section, the adaptive postcombining receivers operating in fading channels will be
discussed.
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Fig. 4.17. Simulated BERs for the conventional RAKE, adaptive LMMSE-
RAKE (no switching) and adaptive LMMSE-RAKE with the MSE based
switching in a two-path fading channel for vehichle speeds of 40 km/h with
different numbers of users.

single-user bound

T RAKE
””” LMMSE-RAKE

LMMSE-RAKE, switching
I | I I

. . . .
0 2 4 6 8 10 12 14 16 18 20
Average SNR [dB]

Fig. 4.18. Simulated BERs for the conventional RAKE, adaptive LMMSE-
RAKE (no switching) and adaptive LMMSE-RAKE with the correlation
based switching in a two-path fading channel for vehichle speeds of 40 km/h
with different numbers of users.
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4.2. Adaptive postcombining LMMSE receivers

The major difference between the precombining and the postcombining LMMSE
receivers is the order of multipath combining and interference suppression. This
influences the number of interference suppression filters in practical implementa-
tions. Only one adaptive filter is needed with the postcombining LMMSE receivers,
whereas, the precombining LMMSE receiver needs an interference suppression fil-
ter for each RAKE finger. Another difference in the practical adaptive implemen-
tations of the precombining LMMSE receivers (or the blind receivers in general)
and the postcombining LMMSE receivers is that the precombining LMMSE re-
ceivers require the delays for multipath components to be known. Fractionally
spaced equalizers (FSE) [22] are commonly used to relax the timing requirements
in equalizers. In fact, when taking samples at the Nyquist rate, only a rough timing
for the training sequence is required with the postcombining LMMSE receivers.

Packet data applications will become important in the future, in particular for
high data rate applications. Usually each data packet starts with a preamble which
is used for packet detection and receiver synchronization. It can be also used for
adaptive receiver training provided that the preamble is long enough. Although
the preamble should be few hundred symbols to guarantee convergence, its relative
portion of the whole packet is quite small in high data rate applications. It can
be anticipated that the capacity of the systems supporting the use of the adaptive
LMMSE receiver is much higher than with systems based on the conventional
RAKE receivers.

In this section, the issues related to adaptive postcombining LMMSE receivers
in fading channels are studied. The basic structure of the adaptive postcombining
LMMSE receiver is presented in Section 4.2.1. The general convergence analysis
is carried out in Section 4.2.2 in order to evaluate the usefulness of the adaptive
postcombining LMMSE receivers in fading channels. The performance results
with RAKE based training presented in Section 4.2.3 are used to demonstrate
the feasibility of the adaptive receiver concept based on the training by using the
conventional RAKE receiver.

4.2.1. Fractionally spaced adaptive LMMSE receiver

Let the input sample vector during the nth symbol over M = 2D + 1 symbol inter-
vals be £(®) = [rT("fD) T S O rT("+D)]T. The received signal vectors are
fed to linear filters with impulse response: w'™ = [w,(c")(o), ™ (MSG - 1)]T.

H
The output of the receiver can be written as y,(c") =W, (M#(). The error func-

tions, el™ = d{™ — (™ produced by the difference between the reference signals
and the filter outputs, are used to update the filter weights. The block diagram of
the adaptive LMMSE receiver is given in Figure 4.19.

The filter coefficients are derived using the MSE criterion (E[|e§€")|2]), which
leads to the optimal filter coefficients [21] Wiopr = g 15¢d,, where 3; is the



R

Adaptive qg])
. o—— Training
algorithm LT sequence
generator
Training/
decision-
direction

Fig. 4.19. Fractionally spaced adaptive LMMSE receiver.

covariance matrix of ¥ and Xgz4, is the cross-correlation vector between ¥ and
di. For the optimum filter coefficients the minimum MSE becomes Ji,4r = 1 —
E?dkw[opt] & for unit symbol energy.

The filter weights can be calculated iteratively by using the LMS algorithm:

Wt — gl #(")e;(")f(")_ (4.42)

As was pointed out in Chapter 3, the convergence is crucial for the adaptive
postcombining LMMSE receivers operating in fading channels. From the LMS
algorithm point of view, the step-size p should be as large as possible to obtain the
fastest possible convergence in time-varying channels. To guarantee the stability
of the LMS algorithm the step-size should be bounded 0 < p < ﬁ, where A0z
is the largest eigenvalue of the matrix ¥z. In time-varying systems, the largest
eigenvalue may change significantly, and hence, the step-size should be adapted to
obtain optimum convergence speed and to ensure algorithm stability. The stability

criterion is satisfied also when 0 < u < ﬁ, where > A; = tr(Xz) = P is the

input signal power. In the normalized LMS algorithm, the step-size is selected
according to MEK,)LMS] = /P with P = Fln) §(n)

Even if the step-size can be chosen optimally, the optimum weights are not
achieved in practice with the LMS algorithm due to filter misadjustment caused
by the noise”. Also the finite training period that must be used in practice sets
some constraints on the minimum MSE value. In fact, after a training period of
n symbols, the MSE is given by

T = Tiope + I (4.43)

where J(")k =tr [ZFI‘(”)] and T(™ = E[(Wopejk — Wi"))(w[opt]k - w,(c"))H] is the

[e]

"The optimum weights are obtained only when u — 0 [21].
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tap weight error covariance matrix at iteration n. The final steady state MSE
achieved is given by [21]

(00) _ Jlopt)k
Jp = (2D+1)SG :
1- 23:1 BA; /(2 = pAj)
The convergence rate is also crucial for other adaptive algorithms, such as the RLS

algorithm. In the following section a general analysis for the adaptive algorithm
convergence requirements in fading channels is developed.

(4.44)

4.2.2. General convergence analysis

In order to evaluate the usefulness of the adaptive versions of the postcombining
LMMSE receivers in fading channels, the receiver outage probability will be an-
alyzed with different rates of fading. The analysis of the outage probability for
a practical LMMSE receiver requires the fixing of several parameters which are
functions of the propagation channel and the system load. The convergence time
of the adaptive LMMSE receiver depends on the relative time delays between the
users, their channel realizations, signal-to-noise ratios, spreading sequences, num-
ber of users and propagation paths. Moreover, the convergence time depends on
the adaptive algorithm itself and the parameters used therein. For the aforemen-
tioned reasons, the receiver outage probability analysis is simplified to keep it as
general as possible. No parameters on the active users or on the adaptive algorithm
need to be fixed. In the analysis, a certain convergence time will be assumed for
a given maximum Doppler shift. The outage probability is evaluated for different
thresholds R which determine the bad channel state. The bad channel state for
the adaptive LMMSE receiver occurs when the envelope of any of the multipath
components of the desired user goes below a predetermined threshold R.

The results give an impression of the convergence time requirements for the
adaptive versions of the postcombining LMMSE receivers for different rates of
fading. The analysis gives only an upper bound for the convergence time, since it
is assumed that the bad convergence takes place if the power of any of the multi-
path components goes below the pre-determined threshold R. However, in some
circumstances the adaptive LMMSE receiver may converge close to the correct
LMMSE solution even if some of the multipath components fall into a deep fade.
Such is the case if the number of multipath components is relatively high and the
multipath intensity profile is not flat. The convergence time is analyzed with rel-
atively small number of multipath components with a flat multipath profile, and
hence, the analysis is applicable.

Assuming Rayleigh distributions

lek,112

e Bller, 117 (4.45)

) = %]
Eflck[?]/2

p(|ek,

for the envelopes of the multipath components, the probability for the bad channel
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state is

___R2
Pr{bad channel state} = Pr{|cy;| < R} =1—e Elleral’l, (4.46)

The probability for the good channel state is naturally 1— Pr{bad channel state},
and in the following it will be assumed that during the good channel state, the
channel is fixed. The probability for bad convergence in an L path channel with
equal average energies (E[|cg,|?] = 1/L) is

___R? _
Pr{bad convergence} = L (1 —e E““Nm) . (4.47)

If a certain adaptive algorithm has a convergence time t.y,, in a good channel
state, and if we assume that during the bad channel state the convergence time
is the duration of the bad channel state plus the convergence time in the good
channel state, the average convergence time can be determined as

teonw = (1 — Pr{bad convergence})tcons
+ Pr{bad convergence} (tconv + tfade)
= tcony + Pr{bad convergence} tqge, (4.48)

where {444 is the average fade duration defined as [172]

___R?
2 E[|ck]2]/2 e Fler™ —1
trade = ) , ao
fad \/ T i37 ( )

where f; is the maximum Doppler shift. The average convergence time becomes
then

R2
- - Ellc,[2]/2 e Plexal®l — 1
teonwy = teonw L{1l- Bller, 1] \/ ’ . 4.50
- ( ° ) m Rfq (4.50)

Finally, the outage probability can be defined as the relative portion between
the times when the receiver is in training mode and when it is not. The average
total time between two bad channel stages is defined as an inverse of the average
level crossing rate [172]

P ___&r>
Nr=L,|=——F7=R Bllek, 1”1, 4.51

The outage probability is then given by

Pr{outage} = teonyNR- (4.52)
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4.2.3. Numerical examples

Convergence analysis

An important question with the postcombining LMMSE detectors is the conver-
gence rate required for the adaptive algorithm given a certain rate of fading. This
can be analyzed by examining the outage probability analysis® results (Figures
4.20 — 4.22) carried out according to the analysis presented in Section 4.2.2. The
results with different convergence times, normalized maximum Doppler shifts and
bad channel state thresholds are presented in Figure 4.20.

The following discussion is based on the assumption that the bad channel thresh-
old is -10 dB. Below this value, a faded multipath component leads to problems
in receiver convergence. With the maximum normalized Doppler shift of 1074, a
convergence time of the order of 100 symbol intervals is required. Similarly, for the
normalized Doppler of 10~°, the required convergence time is around 1000 symbol
intervals. For high data rates in an indoor environment, the maximum normalized
Doppler shifts are very low and even the LMS algorithms could be used to adapt
the receiver. In vehicular environments, the standard LMS algorithms converge
too slowly for adapting the postcombining LMMSE receivers. In future CDMA
systems, the highest data rates are expected to be used mainly in indoor environ-
ments, and thus, the normalized Doppler shifts will be relatively high in vehicular
environment. In Figure 4.23, the maximum normalized Doppler shifts for various
vehicle speeds and data rates are presented. The curves have been generated by
using (2.28). Using the convergence rate requirements results of Figures 4.20 — 4.22
and the curves of Figure 4.23, it is possible to estimate the data rates required to
make the relative fading rates sufficiently slow for a certain algorithm or type of
receiver.

By using the general convergence analysis, similar evaluations can be made for
different parameters of interest. In Figure 4.21, the outage probability in multipath
channels as a function of the bad channel state threshold are presented for the
maximum normalized Doppler shift of 107%. The maximum tolerable Doppler
shifts as a function of the convergence times with different outage probabilities
and bad channel thresholds are presented in Figure 4.22. Conclusions similar to
the ones drawn above can be easily made from those results as well.

BER simulations for the RAKE based training

In the BER analysis with imperfect training (Section 4.1.1), it was assumed that
the optimal LMMSE receiver was used. In reality, an adaptive LMS algorithm is
used to iteratively approximate the optimum LMMSE receiver. As was pointed
out earlier, the step-size must be small enough so that the impact of errors can
be sufficiently averaged out. This is illustrated by two examples in Figures 4.24

8 Actually, 1 - outage probability denoted by outage has been evaluated.
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and 4.25. As we can see, the squared error increases rapidly after every reference
symbol error. In order to minimize the impact of reference symbol errors, the
step-size must be chosen accordingly. If the reference BER is low (Figure 4.24), a
larger step-size could be used. When the reference BER increases (Figure 4.25),
the step-size must be decreased. This will in turn slow down the convergence.

The impact of the incorrect reference signal on the BER performance of the
adaptive postcombining LMMSE detector was studied through simulation. The
decisions made by the conventional RAKE receiver have been used to train the
LMMSE receiver of length 3 symbol intervals. The receiver sampling rate was one
sample per chip. The step-size parameter in the NLMS algorithm was g = 1071,
Gold codes of length 31 chips and BPSK modulation was used. The BER results
are presented in Figure 4.26 in a two-path fixed channel. The results indicate
that the erroneous reference signal does not have a dramatic impact on the BER
performance if the number of users is not too high. The conventional RAKE
receiver can therefore also be used to train the adaptive postcombining LMMSE
receiver in the event that there is not a training sequence available.

100
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g 60
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<
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—
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Convergence time
o . L L L L
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Fig. 4.20. Outage probability as a function of the maximum Doppler shift for
different convergence rates and bad channel state thresholds in a two-path
fading channel.
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4.2.4. Discussion

According to the numerical results, the postcombining LMMSE receiver can be
used when the maximum normalized Doppler shift is rather low. In practice, the
postcombining LMMSE receivers can be used with the highest data rates with
rather low spreading factors. The maximum feasible spreading factor depends on
the length, i.e., the span of the receiver. The limiting factor is the number of FIR
filter taps. In present GSM tranceivers the number of equalizer taps is less than few
tens of taps. It can therefore be assumed that the maximum number of LMMSE
filter taps is around one hundred in near future CDMA applications. Hence, the
maximum spreading factor could be well below one hundred with the receiver
span of 3 symbols and 2 samples per chip. By using some dimension reduction
techniques [195] the length of the input signal vector can be made smaller without
sacrificing performance significantly. As a consequence, longer effective input data
vectors can be processed without increasing the length of the receiver.

Based on both the general convergence analysis, it may be concluded that the
adaptive postcombining LMMSE receivers are well suited to packet data systems
operating in an indoor environment. In [91], an adaptive postcombining LMMSE
receiver based on a multiple step-size LMS algorithm was studied in a general
packet data system operating in an indoor environment. The basic idea behind
the multiple step-size LMS algorithm is that the same data block is processed in
parallel with several step-sizes of the LMS algorithm. Furthermore, the receiver
is allowed to iterate several times over the same input data block to improve the
convergence. It was shown in [91] that both the BER and the packet error rates
are significantly improved in comparison to the receiver using the basic NLMS
algorithm. The MSE indicator after receiver training used for packet rejection can
be used for ARQ.

An imperfect training signal can be used to train the postcombining LMMSE
receivers. The drawback of using the data decisions of the conventional RAKE
receiver is the lower convergence rate due to small step-size necessary for proper
adaptation. Nevertheless, the results show that although the system does not
provide a training sequence, the adaptive postcombining LMMSE receivers can be
used. Since the decisions made by the conventional RAKE receiver can be used to
train both the precombining and the postcombining LMMSE receivers, a receiver
concept which combines these receivers and dynamically switches between them is
possible. The switching between the conventional RAKE receiver and the adaptive
receivers must be based on the success of the adaptation. With the postcombining
LMMSE receivers, this is determined by the rate of fading. The switching with
the precombining LMMSE receivers can be based on the correlation between the
adaptive and fixed filter components.
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4.3. Summary

In this chapter, adaptive LMMSE receivers were studied. Both numerical anal-
ysis and computer simulations were used to evaluate the performance and the
applicability of the LMMSE receivers in fading channels. It can be concluded
that the postcombining LMMSE receiver has potentially higher capacity than the
precombining LMMSE receiver. Based on the general convergence analysis, the
postcombining LMMSE receivers can only be applied with the highest data rates
when the normalized rate of fading is sufficiently small for practical adaptive al-
gorithms. Furthermore, since the adaptive implementations require training se-
quences, the postcombining LMMSE receivers are mainly suited to such packet
data applications where data packets start with a preamble. The precombining
LMMSE receivers do not have such convergence requirements and there are in
principle no constraints for their use in fading channels.

It was shown by analysis and simulations that the conventional RAKE receiver
is often sufficient for training the adaptive LMMSE receivers. The convergence
with the adaptive LMMSE-RAKE receiver is faster than with other known blind
adaptive receivers based on LMS algorithms. However, when the BER of the con-
ventional RAKE receiver is too high, the adaptation may fail. In those cases, the
BER of the basic adaptive LMMSE-RAKE is worse than with the conventional
RAKE receivers. In order to avoid the performance degradation in comparison to
the conventional RAKE receivers, the adaptive filter branch should be switched off
during the periods when the adaptation has failed. The correlation based switch-
ing criterion proved to be a robust method for switching dynamically between the
conventional RAKE and the adaptive precombining LMMSE receivers. If an ad-
ditional orthogonality constraint is used in adapting the LMMSE-RAKE receiver,
the performance is never worse than with the conventional RAKE receivers. In
that case the adaptive filter branch need not and cannot be switched on and off
dynamically by using the correlation based switching criterion.

The adaptive LMMSE receivers require relatively short spreading sequences
so that multiple-access interference retains cyclo-stationarity which is required in
practical adaptive algorithms. It is also necessary that the spreading factor is not
too high in order to keep the number of adaptive filter taps low. These require-
ments are met in the FMA?2 concept, where the spreading factor is in the range of
4 - 256 and the length of the spreading sequence is 256. The lowest spreading fac-
tors are used for high data rate services. Hence, a reconfigurable adaptive RAKE
receiver, which switches dynamically between the adaptive LMMSE-RAKE, the
adaptive postcombining LMMSE and the conventional RAKE receiver is feasible
in the FMA2 concept.

Both the postcombining and the precombining LMMSE receivers require timing
synchronization. The postcombining LMMSE receivers need only rough symbol
synchronization in FSE implementations. The precombining LMMSE receivers, on
the other hand, require synchronization at the chip level. Synchronization issues
in the precombining LMMSE receivers are discussed in the following chapter.



5. Delay estimation in precombining LMMSE
receivers

The research of multiuser detection has also stimulated the studies of near-far
resistant channel parameter estimators. Delay estimation in particular has been
found to be one of the most demanding problems. The maximum likelihood type
delay estimators for multiuser CDMA systems are very complex [57, 181, 196]. One
popular research topic in recent years has been subspace based delay estimators
[195, 197, 198, 199] derived originally for spectrum estimation [200, 201]. However,
it has been shown that the subspace based delay estimators are not efficient in
highly loaded CDMA systems [202]. The blind least squares single-user receivers
can be used for delay acquisition as was discussed in Section 4.1.2.2. By using the
minimum variance principle in deriving the delay estimator, the resulting estimator
is of the same form as the blind MOE receiver [107].

This section is organized as follows. The mean acquisition times are analyzed
numerically for the noncoherent and coherent matched filter acquisition, the min-
imum variance method based delay acquisition and subspace based delay estima-
tors in Section 5.1. The inverse of the sample-covariance matrix needed in the
minimum variance based acquisition and blind LS receivers will be also utilized
in the non-coherent delay-locked loops in Section 5.2 to improve their tracking
performance.

5.1. Delay acquisition

Delay acquisition in the precombining LMMSE receivers in multipath fading chan-
nels is studied in this section. Delay acquisition in multipath channels is defined
to be the case when the delay of at least one multipath component has been found.
After that the data reception can begin and the receiver is switched to the tracking
mode.

Coherent integration, i.e., integration or summation over several symbol inter-
vals prior to squaring can be used to suppress interference in delay estimation in
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systems with a pilot channel in the downlink [31, 203] provided that the frequency
error, e.g., due to fading is not too large. In cases when there is no pilot channel
available, noncoherent delay estimators may be used. Another possibility is to use
decision-directed delay estimators [39]. Near-far resistant delay estimators have
better performance than the conventional methods in multiuser CDMA systems.
Usually different methods are compared based on the probability of acquisition
only. However, a more interesting figure of merit is the mean acquisition time
which describes the average time which elapses from the beginning to the end of
acquisition. In this section the mean acquisition times are analyzed numerically
for different delay estimators suitable to single-user CDMA receivers.

5.1.1. Minimum variance delay estimator

In Section 4.1.2 several blind adaptive receivers were briefly reviewed. Most of the
blind adaptive receivers are based on the constrained optimization of the receiver
output energy. The principle for solving the constrained optimization problems
was not discussed. The usual approach to solve such problems is based on the
Lagrange multipliers, which converts the constrained problem into an equivalent
unconstrained one. Given the optimization problem

min {WE,E;W,C’I} subject to ngék’l =1, (5.1)
Wi, 3 3

where w%"lfifwk’l = E[|yx,i|?] is the minimum output energy of the linear receiver
wy,; for the kth user’s [th path with spreading waveform §j ;, the Lagrangian is

L(wg,,n) = W;cr,lszk,z + U(W;cr,lgk,l - 1), (5.2)

where 7 is a real number called the Lagrange multiplier. To remove the constraint,
the gradient of the Lagrangian is set to zero and the equation is solved for wy ;.
In this case the gradient is 23zwy,; + 75;,1. Setting this to zero gives

W, = —gz;lgk’l, (53)

which must satisfy the constraint Wz’lék’l = 1. Hence, _(77/2)55,12;15&! =1 and
n = —2(8} ;35 '8k,1)"". Using this in (5.3) results in the solution
2—_151971

r

Wkl = -7 @ 1= ’ (5.4)
S']:E’ lEi 1S k,l

which is the well known form for the minimum variance (MV) beamforming [191]
and the MOE receivers [96]. The average output power of the minimum variance

or the minimum output energy receiver is given by

P[MV}(gk,l) = E[(WEJTF]:WEJZ;W]@J



= -1 —1-
Sk 12z XSy
T’ -T 1
Sk’lzf Sk,l
T w-1= -1
= (S35 sk0) - (5.5)

The output power is a function of the sampling instant of both the input signal
vector and the receiver spreading code. This can be utilized in single-user delay
acquisition in several ways as will be explained in the sequel.

In systems utilizing a pilot channel the received signal can be sampled at any
timing offset. Given a user with the sampled spreading sequence §g, find the delay
for the sequence that maximizes the receiver output power. More formally,

Tk = arg max Piarv) (8x(Tr)) (5.6)
where §p (%) = S = [0£SG+Tk1,sE,O'11;SG_Tk1]T and 7, is time-discretized

delay in samples. In practice, the covariance matrix Xz is not known and it must
be estimated, as was discussed in Section 4.1.2.2.

It was pointed out in Section 4.1.2.3 that the sample-covariance estimation
interval for the receiver processing windows larger than one symbol must be rather
long to obtain small enough steady-state error. It is therefore beneficial to use as
small receiver processing window size as possible. For a processing window size of
one symbol interval, the minimum variance delay estimator must be defined in a
different way to the case when there is no pilot channel available, i.e., the signal for
the desired user contains data modulation. In such a case, the signature sequence
must be split into two parts corresponding to two different symbol intervals such
that the upper portion of the sequence is

- - T
Stulk(Trt) = [88(T5)s - > 86 (TsT1)s Osg 74 1)x1) > (5.7)
and the lower part is
- - T
S[l]k(Tk,l) = [Or(I;'—k,l)xU Sk(Ts(Tk,l =+ 1)), ey sk(TSSG)] . (58)

The minimum-variance delay estimator will be then

- —1

~ ~ ~ ~ al _1
Tg,l — argmax (S[u]k(Tk’l)Tzf S[u]k(Tk,l) + S[l]k(Tk’l)TEi.
Tl

S[l]k(%k,l)) _l- (5.9)

If the receiver processing window is large enough, the scheme (5.6) can be used
even if there is no pilot channel available. In fact, the sufficient conditions for
using this scheme in delay acquisition is that the receiver processing window is
two symbol intervals long. This guarantees that at least one full symbol is inside
the processing window. Another possibility would be to estimate the covariance
matrix over one symbol interval with all trial delays while keeping the sampled
spreading sequence fixed. This approach, however, is computationally demanding
and impractical.
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5.1.2. Subspace based delay estimators

Subspace based estimators have been proposed for single-user delay delay estima-
tion in CDMA systems in [195, 197, 198, 199]. In this Section, a non-traditional
interpretation of subspace based delay estimators is given and the connection to
the minimum variance based method is presented. The minimum variance based
delay estimator will also be compared to the subspace based delay estimators by
some numerical examples.

The subspace delay estimators [197] are based on the eigenvalue decomposition
of the covariance matrix [21, p. 166): Xz = UAUY, where U = [ui,...,usem] €
CSM is a matrix of the eigenvectors (u;, i € {1,...,SGM}) and A = diag(}\;) €
RR5M is a diagonal matrix of the eigenvalues (A;,i € {1,...,SGM?}) of the covari-
ance matrix. The connection between the minimum variance, MUSIC (multiple
signal classification [201]) and the eigenvector (EV) based estimators can be ex-
plained by different estimators for the inverse of the sample-covariance matrix.
The inverse of the covariance matrix can be presented by using the eigenvectors
and the corresponding eigenvalues [21]. By doing so, the inverse of the covariance
matrix for the minimum variance delay estimator can be written as

SGM
B =UATUY = Y A tull (5.10)

1
i=1

The differences between the minimum variance and subspace based methods may
be interpreted as follows: the first one takes advantage of all eigenvalues and
corresponding eigenvectors, whereas subspace based schemes use only a subset of
those in estimating the inverse of the sample-covariance matrix.

The eigenvector based method [191, 204] uses only the SGM — KL smallest
eigenvalues and corresponding eigenvectors, which span the noise subspace. Hence,
the inverse of the covariance matrix is estimated as

SGM

A —1 -
Sapva = Y. A ‘wul, (5.11)
1=KL+1

where A; > A;,Vi < j. The MUSIC algorithm [201] neglects the weights for the
eigenvectors, i.e., all eigenvalues are set to unity. The inverse of the covariance
matrix with the MUSIC algorithm is approximated as

SGM

~ —1
Y musIom] = Z uuj. (5.12)
i=KL+1

It is also possible to use the signal-plus-noise subspace [191, p. 377] (referred to as
the signal subspace in the reminder of the thesis), which results in the covariance
maftrix inverse estimates as

KL

~ —1

YaMUsIc,s] = Z u;ug. (5.13)
i=1
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Due to the fact that [21, p. 166] UU” =TI and

SGM -1
T H-
max(’P[MUSIC’n]) = max | §g; E u;u; S
i=KL+1

KL -1
= max 5;;2, I—E uull Skl
i=1

KL -1
. _T Z H-
- min Sk,l 1].11].Z Sk’l

i=1
= min (Pusico,), (5.14)

the output power must be minimized when using the signal subspace.

5.1.3. Conventional delay estimators

The conventional non-coherent delay estimator is simply obtained by setting wy; =
8k,1. The output power of the conventional matched filter is then

Piaar)(3r1) = E[(85,7)°] = 8¢, Dedr,. (5.15)

The conventional delay estimator with extended despreading interval is obtained
by modifying the sampled signature sequence so that the sequence is repeated
several times, i.e.,

Sk = [[sk(Ts(SG — Tk, T 1),..., Sk(TsSG)], [l(Mezt_l) ® Sk]T,
T
[sk(T%), - .., s (Ta(SG — Tk,,))]} € RMex:5G, (5.16)

where M, is the so-called coherent (or extended) integration time in symbols®.
Hence, by multiplying an input vector T of length Mg, symbol intervals by the
extended sequence S ; the despreading interval prior to squaring is Mcz; symbols.

There are several strategies for spreading code timing acquisition. For exam-
ples, see [32] and references therein. In this thesis, only the matched filter type
acquisition based on the maximum selection is considered. The mean acquisition
time for such acquisition schemes in fading multipath channels is presented in the
next section.

1Z = X®Y € C¥1¥1%%2¥2 denotes the Kronecker product between matrices X € C*1*%2 and
Y € C¥1*¥2 j.e., all components of the matrix X are multiplied by the matrix Y.
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5.1.4. Acquisition time analysis
The acquisition scheme considered here is based on the maximum selection of the
matched filter output, either by using the conventional techniques or the covariance
matrix inverse based schemes. The mean acquisition time analysis is based on the

unified theory of the timing acquisition presented in [34, 205, 206]. The analysis
starts with the acquisition process state diagram, presented in Figure 5.1.

ACQ

Pd ZNG

Sdect the maximum
of G sanples

(1-R) ZNG+Tp

Fig. 5.1. State diagram for the acquisition process.

For the acquisition process of Figure 5.1, the so-called acquisition state (ACQ)
generating function [34] is

PdZNG
P[ACQ] (z) = 1— (1 _ Pd)ZNG+TP’

(5.17)

where P is the probability for detecting the correct delay (or probability of acquisi-
tion within the observation interval), G is the processing gain, N is the observation
interval in symbols, Tp is the so-called false alarm penalty time in chip intervals,
and z is the unit chip delay operator. The penalty time is the time which is con-
sumed after a false acquisition. The probability of detection is defined in multipath
channels as the probability of finding one of the L multipath components. The
mean acquisition time can be determined as [34]

_ NG+Tp(1—Py)

0
Tva= <£P[ACQ] (Z)|Z=1> T. = i T, (5.18)

where T, is the chip interval. Given the probability of acquisition and the false
alarm penalty time, the mean acquisition time can be easily determined.
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5.1.5. Numerical examples

A semi-analytic approach is used in determining the mean acquisition time for the
conventional non-coherent, conventional non-coherent with extended despreading
interval, and the minimum variance method based matched filter delay acquisition
schemes. The probability of acquisition was simulated with the following param-
eters: carrier frequency 2.0 GHz, symbol rate 16 kbits/s, 31 chip Gold code, and
rectangular chip shape. A synchronous downlink case with equal energy two-path
(L = 2) Rayleigh fading channel with vehicle speeds of 40 km/h (which results in
the maximum normalized Doppler shift of 4.63 - 10~2) was studied and the max-
imum delay spread was 10 pys. The number of users was 5 — 30 and the average
SNR 10 dB. The receiver processing window of size one symbol (M = 1) and one
sample per chip (S = 1) was used. An unmodulated pilot channel was used in all
cases for delay acquisition of the form (5.6). The observation intervals considered
in delay acquisition were between 10 — 500 symbol intervals. After averaging over
the observation interval, the maximum values of the delay estimator output are
searched. The correct code acquisition is declared if one of the multipath compo-
nents is found. The false alarm penalty time (7p) used in the mean acquisition
time analysis was 500 symbol intervals.

The probabilities of acquisition for the schemes studied are presented in Fig-
ure 5.2 as a function of the number of users with the observation interval of 200
symbols. The results indicate that the minimum variance based method improves
the acquisition performance in comparison to the conventional non-coherent ac-
quisition. With larger system loads both methods give relatively poor acquisition
performance, whereas the conventional acquisition scheme with the extended de-
spreading interval also performs well in those cases. The subspace based delay
estimators give good performance when the number of users is relatively low. Ac-
cording to these results, the maximum number of users in the two-path channels is
between 10 and 20 to obtain acceptable performance. After the number of signal
components exceeds the dimensions of the sample-covariance matrix, the subspace
based delay estimators are not defined. Similar results have been reported in [202].
It can be also seen from Figure 5.2 that the iterative sample-covariance updating
method (4.34) results in almost the same acquisition performance as the direct
inversion method.

The mean acquisition times as a function of the observation intervals for the
different methods are presented in Figures 5.3 — 5.5. Based on the results it
has been possible to select the optimum observation interval for each scheme for
a given number of users. Using the optimum observation intervals, the mean
acquisition times of the different schemes are shown in Figure 5.6 as a function
of the number of users. With relatively small system loads, the conventional non-
coherent acquisition scheme results in a shorter mean acquisition time than the
minimum variance based method. This is due to the fact that reliable sample-
covariance estimation requires close to one hundred symbol intervals. When the
number of users increases, more averaging is required with the conventional scheme
and it is beneficial to use the minimum variance based delay acquision method.
As we can see, the iterative implementation of the minimum variance method
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according to (4.34) impairs the performance only slightly.

Assuming the bit rate of 16 kbit/s, the mean acquisition times in a 30-user
case for different schemes are: conventional MF 0.63 s, minimum variance method
0.38 s, conventional MF with extended despreading interval 1 ms. Assuming the
same probabilities for detection also with higher spreading factors under the same
relative system load, the corresponding numbers with spreading factor of 256 would
be roughly: 5 s for the conventional MF, 3 s for the minimum variance method and
8 ms for the conventional MF with extended despreading interval. The difference
in the mean acquisition times for the conventional MF and the minimum variance
methods is large enough to seriously consider the use of the minimum variance
method based acquisition in practical systems.

5.1.6. Discussion

Code acquisition performance of the CDMA downlink receivers with several meth-
ods in a frequency-selective fading channel was studied in this section. The con-
ventional acquisition scheme with an extended despreading interval clearly gives
the best performance amongst the schemes studied. Unfortunately the scheme
cannot be used in all CDMA systems. The extended integration requires either
an unmodulated pilot channel or a control channel with a low data rate. The first
approach has been used in the IS-95 system. The latter approach would be suit-
able for systems where pilot symbols of lower rate are used for channel estimation.
This is the case in the WCDMA and FMA2 concepts, where the control channel
containing pilot symbols always has the data rate of 16 kbit/s, whereas, the data
channel has a varying data rate up to 2 Mbit/s.

The iterative minimum variance based delay acquisition can be used to improve
the acquisition performance of the conventional non-coherent method. Based on
the results, the minimum variance method gives the best performance among the
advanced acquisition schemes studied. The practical iterative version of the scheme
also performs well and seems to result in reasonable mean acquisition times.
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Fig. 5.2. Probability of acquisition for different delay acquisition schemes as
a function of the number of users in a two-path Rayleigh fading channel with
vehicle speeds of 40 km/h, average SNR of 10 dB, and observation intervals
of 200 symbols.
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Fig. 5.5. Mean acquisition times for the conventional non-coherent delay ac-
quisition with extended despreading interval as a function of the observation

interval in a two-path Rayleigh fading channel with vehicle speeds of 40 km/h,
average SNR of 10 dB, and 5, 10, 15, 20, 25 and 30 users.
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5.2. Delay tracking

The adaptive LMMSE-RAKE receivers, as well as other blind adaptive receivers,
require continuous delay tracking. The fixed portion in the filter weight vector
must be updated according to the channel delay. Without the decomposition of
the filter weights into fixed and adaptive components, the delay tracking could be
omitted. Nevertheless, the reference signal cannot be provided by the conventional
RAKE without the knowledge of the delays.

The BER sensitivity of the precombining LMMSE receivers to the delay errors
is examined in Section 5.2.1. The minimum variance method is then developed in
Section 5.2.2 for delay tracking in the blind adaptive LS receivers.

5.2.1. BER sensitivity to delay estimation errors

Linear receivers are known to be rather sensitive to delay estimation errors. It
was shown in [63] that delay errors of as little as 0.1 of a chip interval can degrade
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the performance of the decorrelating receiver so as to render the receiver useless.
The reason for the sensitivity of the linear receivers to delay estimation errors is
intuitively clear. The usual way to define the LMMSE receiver is based on the form
wii = (S(R+0?/(ATA))™"), |, where (-)z,; denotes the column corresponding
to the kth user’s Ith path receiver vector. In the case of delay estimation errors,
the cross-correlation matrix R has mismatch, which will be amplified in matrix
inversion. By using the other form of the precombining LMMSE receivers, namely
Wi = Xz 1§k,l, the mismatch due to timing errors does not influence the inverse
and the performance degradation is less severe given that the vector §;; spans at
least one symbol interval plus the multipath spread (see p. 106). Therefore, the
latter way of computing the precombining LMMSE receivers is more robust against
delay estimation errors. The blind LS receivers (Section 4.1.2.2) are explicitely of
the latter form, and should be more robust against timing errors.

The sensitivity to timing errors was studied by using the bit error probability
analysis presented in Section 3.1.1. For curiosity, both the Gaussian approximation
and the exact analysis were used. The parameters in the analysis were the same as
in Section 3.1.3. It should be emphasized that the rectangular chip waveform was
used and hence, the results are slightly pessimistic. Both multipath components
had the same fixed absolute delay error. The results are presented in Figure 5.7.
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Fig. 5.7. Bit error probabilities (BEP) as a function of the delay error for
the precombining LMMSE receiver for both the exact analysis and with the
Gaussian approximation in two-path fading channels with vehicle speeds of
40 km/h and average SNRs of 20 dB.

Firstly, the Gaussian approximation is quite accurate for the precombining
LMMSE receivers with delay errors at least without near-far problem. The re-
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sults indicate that the timing accuracy requirements are of the order of 0.1 chips
in order to not degrade performance too much in a system with power control. In
the next section, delay tracking for the blind LS receivers is studied.

5.2.2. Delay tracking in blind LS receivers

The minimum variance delay estimator presented in Section 5.1.1 and the blind
LS receiver of Section 4.1.2.2 will be extended to consider delay tracking in this
section. The motivation is, of course, to improve the tracking performance of the
conventional non-coherent DLLs. It is assumed that the receiver has estimated
the covariance matrix 3z and the inverse is available for delay tracking.

In delay acquisition, the received signal is used to construct an estimate of the
covariance matrix. Once the inverse of the covariance matrix exists, the delay can
be acquired by finding the maximum output power for the MOE based receiver. In
delay tracking the inverse of the covariance matrix already exists and it is updated
as the channel changes. The approach taken in delay tracking is to pre-process the
received signal by multiplying it by the inverse of the sample-covariance matrix
in order to suppress interference due to other users. After the pre-processing, the
received signal is despread and a delay-locked loop (DLL) is used to track the best
timing position [2]. Since the early and the late phased sequences do not match
the best timing position (on-time) some of the near-far resistance will be lost?.
However, if the early-late difference is not very large, the loss should be tolerable.
This can also be seen from Figure 5.7. With 0.5 chip timing offset, the BER is
degraded significantly, whereas, an offset of 0.1 — 0.2 chip intervals results in rather
good BER performance.

The signal at the output of the despreading device during the nth symbol in-
terval is L

o (1) = Sh (D)3, 7™, (5.19)
where %,S”;) is the time-discretized delay estimate during the nth symbol inter-
val. The delay estimator with an observation interval 7 symbols maximizes the
function

n . 2
'f',g,"l) = arg max Z (y,(cj’l)(Tk,l)) . (5.20)

Tk,1
7 j=n—T+1

Instead of direct maximization, (5.20) can be solved by setting the derivative to
zero. The DLLs are based on the approximation of the derivative by the early
and late difference. In practice the received signal is despread with early and late
phased sequences and the difference produced by them is driven towards zero in
the feedback loop [2]. By applying the early-late approximation for the derivative
results in the timing error signal

n — ~(n "*l_n 2 — ~(n "*l_n 2
egc,l) = (Srlf,l( 15,1) +A)3; i )) - (s}f,z(nﬁ,l) - A)3; i ))

2The sample-covariance is estimated for the on-time code phase.
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= (@D +0) - G ED - A)7, (5.21)

where 2A is the early-late difference in chip intervals. Due to the squaring, the
resulting DLL is non-coherent. The block diagram of the proposed improved DLL
is given in Figure 5.8.

Fm

I\\/'P

Fig. 5.8. The block diagram of the improved DLL suitable for the blind LS
receivers.

5.2.3. Tracking error analysis

The exact analysis of the feedback loops leads to difficult mathematical problems
[33]. In particular, the dependence of the loop noise power spectral density on
the estimated parameter value causes problems in the analysis. To simplify the
analysis, the so-called linear analysis methods are used [17], where the loop noise
power spectrum is evaluated at the equilibrium point, i.e., ex; = 0. Furthermore, if
the loop bandwidth [207] is narrow, the loop noise power spectrum can be assumed
to be constant within the loop band in many cases. With these assumptions, the
code tracking error variance can be presented as [17, 33, 35, 208]

1 o? o?

var() = o g (1 + CE) 2B, T, (5.22)

where s'(0) is the slope of the s-curve at the origin, { is the squaring-loss obtained
from the pulse shape after pre-processing and 2B T is the normalized two-sided
loop bandwidth.

Using this simplified analysis, the aim is to show that the tracking error vari-
ance can be made smaller by pre-processing the received signal by multiplying the
received signal vector by the inverse of the covariance matrix prior to squaring.
The analysis will be carried out in a two path fading channel assuming that the
multipath components are distinguishable and do not cause any distortion to the
s-curves. This assumption means that the fading processes are uncorrelated and
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the loop filter is sufficiently narrow to average the fading, i.e., the s-curves are com-
pletely stable (see Section 6.2.2.2). For more accurate analysis in fading multipath
channels, the methods presented in [36] could be used. It is also assumed that
the loop noise is white and Gaussian. Therefore, the multiple-access interference
is modelled as additional white Gaussian noise. Applying the Gaussian approxi-
mation presented in Section 3.1.2, the noise variance in a multipath channel with
equal energy paths for the improved DLL can be written as

K AQL

0'2 = Z 112— Sk[ A)

k’:l,k’;ék =
L

+ 3 (R sa(A))? + o (B s(A)) . (5.23)
I=1,I'#l

For the conventional DLL, % ! = I. The Gaussian approximation is degraded
slightly due to the timing offset of the spreading sequence of the desired component
Sk,1(A) (see Figure 5.7). The Gaussian approximation is also less accurate for the
conventional DLL (see Figure 3.2).

5.2.4. Numerical examples

The DLL parameters used in the code tracking variance analysis are presented
in Table 5.1. The other parameters user were: root raised cosine filtering with
roll-off 0.5, 31 chip Gold sequences, two-path fading channels with vehicle speed of
40 km /h (which results in the maximum normalized Doppler shift of 4.63 - 10~2),
2.0 GHz carrier frequency, and two-sided normalized loop bandwidth 2B T =
0.04. The slope of the s-curve at the origin is larger and the squaring loss smaller
for the MV-DLL when the early-late difference is smaller. The smaller the early-
late difference, the more efficiently interference can be suppressed. Hence, it can
be expected that the tracking performance can be improved with small early-
late differences by using the pre-processing described earlier. The tracking error
analysis results are presented in Figure 5.9 for the SNR of 10 dB and in Figure
5.10 for the SNR of 20 dB. According to the results, the pre-processing is useful
with small early-late differences, as expected. The improved tracking performance
with smaller early-late differences has the cost of decreased mean-time-to-lose-lock
(MTLL), which is proportional to the s-curve area [209]. However, in mobile com-
munications, the MTLL is not as important a parameter as the tracking variance
due to fast changes in channel multipath profile.
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Table 5.1. The s-curve slope and the squaring loss for the conventional and the
improved non-coherent DLLs with various early-late differences (2A).

Conv. DLL | MV-DLL
24 [S'(0) [ ¢ [$(0) | ¢
1.0 | 3.94 | 2.66 | 2.38 | 5.42

0.75 | 4.19 | 1.56 | 3.86 | 2.63

0.50 | 2.70 | 1.16 | 4.68 | 1.53

5.2.5. Discussion

The tracking performance of the conventional and an improved non-coherent DLLs
was studied. It was noticed that due to mismatch in the sample-covariance in-
verse for the early and late phased spreading codes, the method improves the
performance of the non-coherent DLLs only with small early-late differences, i.e.,
when the mismatch is small. If the inverse for the sample-covariance is sepa-
rately available for the early and late phased correlators, the performance of the
improved DLLs would always be better than with the conventional non-coherent
DLLs. In such a case the early-late correlator outputs would be computed ac-
cording to y,(:l)(:i:A) = EE,I(iA)E;(lA)f("). The computation of the early-late
inverse sample-covariance matrices Ei_(li A) would increase the blind LS receiver
complexity.

It is worth noting that with the sample-correlate-choose-largest (SCCL) [210]
loops, the difference between the advanced and retarded correlators is usually one
sample, and the pre-processing with the sample-covariance matrix is well suited to
those loops. The SCCL loops will be studied in Section 6.2.2.3 with interference
cancellation receivers. Another issue to be mentioned is the small early-late dif-
ferences required in multipath channels to diminish s-curve distortions caused by
nonideal signature sequence autocorrelation properties. Therefore, the improved
delay tracking scheme studied in this section can be applied in spread-spectrum
receivers operating in multipath channels.

5.3. Summary

The timing synchronization aspects of the adaptive precombining LMMSE re-
ceivers were considered in this section. The minimum variance method based
delay acquisition method and the improved delay tracking method are well suited
to the blind adaptive LS receivers. Also, the classic subspace based delay estima-
tor principles were presented. The mean acquisition time analysis showed that the
acquisition performance of the conventional non-coherent matched filter scheme
can be improved by using the minimum variance method. Similarly, the track-
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Fig. 5.9. Tracking error variances as a function of the number of users for the
conventional (DLL) and the improved (iDLL) non-coherent DLLs with 2A =
1.0, 0.75 and 0.50 at the SNR of 10 dB and loop bandwidth 2B T = 0.04.
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Fig. 5.10. Tracking error variances as a function of the number of users for the
conventional (DLL) and the improved (iDLL) non-coherent DLLs with 2A =
1.0, 0.75 and 0.50 at the SNR. of 20 dB and loop bandwidth 2B ;T = 0.04.
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ing performance of the non-coherent DLLs can be improved by pre-processing the
received signal by the inverse of the sample-covariance matrix. However, if the
system provides an unmodulated pilot channel, the conventional MF based delay
estimation with extended despreading interval was shown to result in good delay
acquisition performance.



6. Parallel interference cancellation based
multiuser receivers

The optimal multiuser MLSD receiver makes the data decisions based on the whole
received data block according to

b = arg max_p(y|b), (6.1)

beEMs

where p(y|b) is the Gaussian probability density function of the matched filter
bank output vector y € CKINs conditioned on the data vector b. The optimal
MLSD receiver is decoupled into an estimator which estimates the received noise-
less signal and a correlator, which correlates the received signal with this estimate.
The multiuser estimator-correlator receiver [13] for frequency-selective Rayleigh
fading channels has the forms [25]

b = arg min y'E Ly

~

H
arg bené?\"}b(K hiy vsmys (6.2)

where Xy, is the MF bank output covariance matrix conditioned on the data

vector and ﬁ[MMSE] = (R + 022h|b)_1y is the MMSE estimate of the product
vector between the channel coefficients and data, conditioned on the data vector.
The estimation and correlation must be performed for all possible data sequences,
and thus, the MLSD receiver is very complex. Moreover, the optimal multiuser
receiver for multipath fading channels consists of multi-dimensional joint channel
estimation and detection problems, and thus, the optimal multiuser receiver for
fading channels is even more complex than the optimal receiver for AWGN chan-
nels. For that reason, several suboptimal multiuser detectors have been proposed,
see e.g., [4, 5, 6, 25] and references therein. Suboptimal multiuser receivers based
on parallel interference cancellation are considered in the reminder of the thesis.
Data detection, channel estimation, delay acquisition, delay tracking, inter-cell
interference suppression and array processing in the PIC receivers are studied.
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6.1. PIC receivers in frequency-selective fading channels

The most usual way to approximate the optimal MLSD receiver is to separate the
data detection and channel estimation problems. In Chapter 3, it was pointed out
that the precombining interference suppression type receivers have the property
that the multiuser interference suppression filter is independent of the channel
coefficients. Hence a natural way to decompose the data detection and channel
estimation problems is to estimate the channel at the output of the multiuser inter-
ference suppression or cancellation device by applying the conventional single-user
channel estimation techniques. This type of multiuser receivers have been found
to result in good performance in both linear and non-linear multiuser receivers
operating in fading channels [25, 174] and are also studied in this thesis.

If LMMSE receivers are the most promising for the single-user downlink re-
ceivers, parallel interference cancellation receivers are for the multiuser uplink re-
ceivers. The capacity and the performance of the PIC receivers has been found to
result in superior performance in comparison to other practical multiuser receivers
in frequency-selective fading channels [25]. The parallel interference cancellation
receivers are relatively simple to implement at the base stations which demodulate
the signals of all users. The PIC method can be applied to data detection as well
as to channel parameter estimation [40]. In data detection, parallel interference
cancellation is used in the multistage algorithm [114] at each cancellation stage.
The PIC based delay tracker [40] is quite similar to the expectation maximization
delay estimator presented in [146]. The EM algorithm has been used in [116] for
estimating the complex channel coefficients in a multistage receiver. The recursive
algorithm developed in [116] is equivalent to the PIC based channel estimator [40].
The direction-of-arrival estimation problem is similar to that of delay estimation,
and hence the space alternating generalized EM algorithm for joint demodulation
in antenna array receivers in multiuser CDMA systems proposed in [144] can also
be presented in the PIC framework.

There are two possibilities to implement PIC receivers in practice. Interference
cancellation can take place either before or after matched filtering. The block dia-
grams of the two options are given in Figures 6.1(a) and 6.1(b). The receivers are
mathematically equivalent and have the same performance. However, the receiver
structure of Figure 6.1(b) enables the use of near-far resistant delay estimators
without additional complexity if the delay estimator uses the signal after interfer-
ence cancellation. The algorithm derivations given in the reminder of the thesis
are based mainly on the receiver structure of Figure 6.1(a) to keep notations as
simple as possible. Nevertheless the receiver algorithms can be applied to both
receivers regardless of the notations used.

The parallel interference cancellation receivers are based on the optimal ML
receiver which minimizes the squared Euclidean norm |[r — SCAb||? with respect
to all unknown, but deterministic parameters. The approach is suboptimal in
time-varying channels but is found to result in practical receiver algorithms [17]
even in the case when the joint estimation problem is decoupled. In PIC receivers,
the optimal ML receiver is approximated further so that when estimating the
parameters of the kth user’s [th path, it is assumed that the other users parameters
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are known. The contribution of the other users in the decision statistics is taken
into account by subtracting an estimate of the multiple access interference before
data detection. The parallel interference cancellation principle is derived in the
sequel.
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Fig. 6.1. Parallel interference cancellation receivers.
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The following changes will be made to simplify the notations: A = I, i.e.,
the user energies are included in the diagonal channel coefficient matrix C €
CKLNexKLNy — The two versions of the linear system model will be used inter-
changebly: r = SCb + n = SBc + n, with C = diag(c) and B = diag(b),
where diag(-) denotes a diagonal matrix formed from a vector. By doing so, the
data vector b € ZELM ig different from the one used for single-user receivers,
i.e., each data bit is repeated for each multipath component in the system model:

b=[b"®,...,b"™Wi-1]T where b™ = [1T -5, ..., 1T . p{P]".
The received signal is first passed through the matched filter bank (see Figure
6.1(a)). The output of the bank of matched filters can be written as
y = STr=STSCAb+STn
= RCAb+na=R-Ig; 5 +Ixkin,)CAb+0 (6.3)
CAb+(R—1Ig;y, ) CAb+ii=CAb+ ¥ +n,

where y = [yT(O),...,yT(er)]T € CKXINy js the matched filter bank output

vector, (R);; = 1, and ¥ = [\PT(O),...,\IIT(Nb—l)]T € CKLNo ig the multiple-
access interference vector. The matched filter outputs during the nth symbol
interval can be written as

y™ = cMp™ L gt 4 {50 (6.4)
D
= cp™ 4 Y (R(n,n+z')_51.,01“)C<n+i)b(n+i>+n<n),
i=—D

where D = [%], T, is the maximum delay spread of all users’ channels, §; o
is the Kronecker delta, R(™), C(®) b(™ are all-zeros ¥V n ¢ {0,1,...,N, — 1},

n n n) 1T .
y(n) = [yg’]_))""yg,l)z"",yﬁ{’)l’] Wlth
SG(n+1)—1+7k,1 T
uy = > (T~ g~ SGn)) r(Tuf) = s (Vr, (65)
7=SGn+1y

where 7(T5j) is one received sample and s;(T5j) is one sample from the spreading
sequence. A simple way to deal with M AT is to estimate and subtract it from the
matched filter outputs before synchronization and data detection, which results
in interference cancellation based algorithms. PIC is a special case where the
interference is cancelled similarly for all users in parallel.

There are two possibilities for the MAI estimation in PIC receivers. The first
approach is to use the soft-decisions in MAI estimation, which results in the so-
called SD-PIC receivers [133, 135, 140, 141, 211, 212]

D )
‘i’(") _ Z (R(n,n+i) - 51-’01) a(nﬂ). (6.6)
i=—D

The SD-PIC receivers use channel coefficient data symbol products in MAI esti-
mation. Hence, the channel coefficients are not estimated in the receiver, which
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usually are differentially coherent. It was shown in [140] that the SD-PIC receiver
with the infinite number of cancellation stages is actually a decorrelating receiver.
In order to obtain performance improvement with respect to the optimum SD-
PIC receiver with infinite number of stages, which has the same performance as
the decorrelator [140], some nonlinearities are required in interference cancella-
tion. The nonlinearities are also needed to reduce the bias of the MAI estimates
[141, 142].

The third generation WCDMA systems will use coherent receivers at the base
stations, hence the channel coefficients need to be estimated. Estimated channel
coefficients can be used to improve the efficiency of interference cancellation due to
more accurate MAI estimates. The MAI estimates in the so-called hard-decision
PIC (HD-PIC) receivers [25, 39, 40, 125, 129, 130, 131, 213] can be expressed as

D
O Z (R(n,n+i) _ (51,’01) Gin+i) f(nti) (6.7)
i=—D

HD-PIC receiver is a natural choice for nonlinear MAI estimation and cancella-
tion, i.e., bias reduction in PIC receivers. The performance of the HD-PIC based
algorithms depends on the quality of the MAI estimates, which can be degraded
by inaccurate channel coefficient estimates, data estimates, delay estimates or in-
complete system model. The data detection is discussed in Section 6.1.1, channel
coefficient estimation in Section 6.1.2, delay estimation in Section 6.2 and unknown
users causing inaccuracies to the system model in Section 6.3.

6.1.1. Multistage data detection

The PIC based data detectors and channel estimators require tentative data deci-
sions to form the MAI estimates. Tentative decisions are obtained from the earlier
stages of the multistage detector [114]. The multistage detector improves the MAI
estimates iteratively, i.e., by using several receiver stages. The data decisions in
the case of BPSK modulation at the pth receiver stage can be written as

B™(p) = sgn[Re{CC ™ (p)(y™ - ¥ (p))}]

= sgn[Re{CC ™ (p)y () (0)}] (6.8)

where C = Ix ® 1%‘ is the multipath combining matrix, and

D
g (n) (p) = Z (R(n,n+i) _ 51.’01) G (n+i) (p) p(nt+i) (p). (6.9)

i=—D

Depending on the channel estimation and multistage schemes, the data estimates
and channel estimates can be obtained either from the previous stage or the fol-
lowing stages. In the original multistage detector [114], only the tentative data



127

decisions from the previous stage are used at the next stage when estimating MATL.
This is depicted in Figure 6.2 for a receiver with two cancellation stages and the
maximum delay spread of one symbol interval (D = 2).

Sage #0 (MF)
A (n- N AM+2) A(+3) A(n+4d
(-9 b(?b) A n) (+2) AME3)  N(n+d)

b% b b® b

NG

b b bW b0

Sage#1 (IC1)

b bW b b bW

Sage#2 (IC2)
b

Fig. 6.2. The flow diagram of the basic multistage algorithm with two can-
cellation stages.

To make a decision for one data symbol requires nine tentative decisions from
the MF stage and five tentative decisions from the first cancellation stage. Another
possibility would be to use the old tentative decisions at every stage for the D past
time intervals, since those decisions are already of better quality than the ones
produced by the previous stage. The third option, which is used here, is to feed
back the decisions of the last stage to all other stages, and always to use the latest
decisions which should be of the best quality. This is illustrated in Figure 6.3.
Now, only five symbols from the MF stage and three from the first cancellation
stage are used. The others are obtained by feeding them back from the second
cancellation stage, which results in improved MAI estimates and more reliable
interference cancellation.

The multistage receiver structure also depends on the channel estimation strat-
egy. The last receiver stage usually has the most accurate estimates of MAI and
channel coefficients. It would therefore be beneficial to estimate the channel co-
efficients only at the last stage and to feed them back to the earlier stages. If
the channel is changing very rapidly, the channel estimates from the last receiver
stage cannot be used at the previous stages, and there is no feedback between
stages. The maximum delay spread influences the processing delay in multistage
receivers and hence the feedback issue also depends on the system parameters and
the propagation environment.
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Fig. 6.3. The flow diagram of the decision-feedback multistage algorithm with
two cancellation stages.

6.1.2. Channel coefficient estimation

The principle behind the PIC based channel estimators is simple. The rough
channel estimates are found by subtracting the MAI estimates from the matched
filter outputs and by multiplying the remainder by the conjugate of the symbol
estimate. Assuming perfect data symbol and MAI estimates, the rough channel
estimates can be written as

&w — B (yt) _ @)
— BHm [B(")c(") + o™ L p) _ \Il(")]
™ 4 A, (6.10)
where &(®) = [é("l) . ,5&"}, ,E(K )L] is called the rough channel estimate vector

and (™ is the noise vector.

The PIC based channel estimator can also be derived starting from the max-
imum likelihood principles. Given that the delays and the data bits for all users
are known, the channel coefficients are obtained from

¢ = argmaxA(c) = argmin {||r — SBc||*}
= argmin {c"B"RBc — 2Re {c"B"y}}. (6.11)
Taking the derivative of (6.11) with respect to ¢ and setting the derivative to zero

results in
A(c)/0c = BH(y - RBc) =0

B" (y —RBc) +c

B" (y - RBc + Be) (6.12)
c = (y —(R—-I)Bce)

BY (y - ¥) =B (y — ¥(c)).
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The closed form solution does not exist, since ¥(c) depends on the channel coef-
ficients c¢. The channel coefficients are solved iteratively in PIC based multistage
receiver by using the latest channel coefficient estimates in forming ¥(c). By
looking at (6.12), we can see that the impact of data modulation must be removed
in channel estimation. Equation (6.12) does not imply, however, that the chan-
nel estimates can and must be filtered in order to utilize the correlation, i.e., the
memory of the channel.

The two main techniques to remove the impact of data modulation in channel
estimation are the data-aided (DA) and decision-directed (DD) methods [17]. The
WCDMA proposal [10] uses pilot symbols in channel estimation. However, since
the maximum pilot symbol rate is only 1.6 kHz, it means that for 90% of the
time there is no pilot symbol available. For more efficient channel estimation, DA
and DD methods are combined in the PIC receiver studied in this section. The
combination of the DA and DD methods causes additional problems that must
be dealt with. Specifically, the decision-directed algorithms may experience the
so-called cycle-slips or hang-ups [17, 33] due to decision errors. If a cycle-slip or
hang-up takes place, the phase of the channel estimate has a constant error of 180
degrees in the case of BPSK data modulation. In such a situation, all decisions
are erroneous with coherent receivers in the noiseless case.

In single-user systems, a usual way to deal with hang-up is to use known pilot
symbols in channel estimation to remove phase ambiquity. Typically about 10%
of the received symbols are pilot symbols in mobile communications with speech
services [30]. The rate of pilot symbols can be reduced remarkably if the optimum
interpolators in the LMMSE sense [214, 215] are used to interpolate channel esti-
mates for time instants when there is no pilot symbol available. In [25, 129] the
optimum Wiener interpolators were used in multiuser receivers for channel estima-
tion. In the sequel only filters, predictors and smoothers’ without interpolation
are considered.

In the PIC based multistage detector, pilot symbols are used to detect false ten-
tative decisions which may be due to hang-up. If the tentative decision is different
from the pilot symbol, an error counter associated with the hang-up detector for
the receiver which made the error is incremented. Similarly, it is decremented
when the decision and the pilot symbol are equal, unless the error counter con-
tent is already zero. When the error counter contents exceeds a predetermined
threshold, a hang-up state decision is made and corrected by multiplying the con-
tents of the predictor and smoother in Figure 6.4 by -1 in the case of BPSK data
modulation.

The tentative decision and channel estimation errors degrade the M AT estimates
of all users and the performance can be degraded remarkably without precautions.
In the HD-PIC based multistage detector, the detector itself may cause situations
similar to hang-up in highly loaded cases due to inaccurate MAI estimate causing
error propagation to all other stages. A simple way to overcome error propagation
is to reject corrupted rough channel estimates in the channel estimator. This can

1Filters utilize the past and the present samples, smoothers the past and the future samples
and predictors only the past samples to estimate the present parameter value. Prediction and
smoothing require data delaying to retain causality.
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be carried out by hard-limiting the rough channel coefficient values prior to channel
estimation filtering.

6.1.2.1. Channel estimation filtering

After the MAI estimates have been subtracted and the effect of data has been
removed, the channel estimation problem can be separated into K L filtering tasks.
If the rough channel estimates of all users are all filtered similarly, the filtered
estimates can be expressed by

e = vyTaM), (6.13)
where v = [v(1),...,v(Ppr + Py + 1)]T € RFPrrTPemt1l ig 3 linear channel esti-
mation filter, P, and P, are the integers defining the type of channel estima-
tor, ™ = [‘(") ,e™ | € C(Prr+Pem+DxKL g the input matrix that contains
the rough channel estlmates over the past P, + P, + 1 symbol intervals with
égc"l) = [cgc"l Por) ,EZTLP””)]T and P,,, defines the type of estimator:

filter P, =0,
smoother Py, > 0,
predictor P, < 0.

Quite often the filter tap weights for all users and paths are chosen to be 1/(Pp,+
Py, +1) which results in the so-called moving average (MA) estimator with uniform
weighting (termed moving average estimator in this thesis). The moving average
estimator is by no means optimal, unless the SNR and the rate of fading are low.
The optimal choice of the tap weights v depends on the signal-to-noise ratio and
the rate of fading, which are different for every user and path. The optimal single-
user MMSE [175] channel estimator for the kth user’s Ith path is linear and is
given by

6§cnl) - V[opt]k lclc l (Ec;c 1 “4Ck,1Ck,1 )Tcgcnl)’ (6'14)

where 3z, , denotes the covariance matrix of €;; and 3¢, ¢, , is the cross-correlation
between Ck,l and Cr,l-

A technique to apply smoother type channel estimation filters in DD channel
estimation has been proposed for single-user communications in [170]. A similar
technique was developed for the multistage detector in [25, 129]. The scheme
combines the data-aided and decision-directed channel estimators. Pilot symbols
are used when they are available, otherwise decision-direction is used. The channel
estimator consist of a predictor and a smoother (see Figure 6.4). The predictor
provides channel estimates to be used for making the tentative data decisions,
which are needed to remove the effect of data modulation when there is no pilot
symbol available. The channel estimates produced by the predictor are also fed
back to the previous receiver stages for MAI estimation. The channel estimates
obtained from the smoother are applied in a maximal ratio combiner, and the
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final data decisions Egcn_Psm)(sm) are made. The use of the smoother improves the
channel estimation performance in comparison to the use of the predictor alone,
since the memory of the fading channel can be utilized more efficiently. If there is
no feedback in the receiver, each receiver stage can have a separate smoother for
channel estimation. This would increase the processing delay in the receiver. If
the channel estimates from the last stage are fed back to all previous stages, the
delay or the lag-error in the channel estimates should be minimized. The LMMSE
predictors at the last stage are therefore used to produce the channel estimates for
each receiver stage and the smoother is used only at the last stage.

The optimization of the predictor coeflicients is crucial in the receiver structure
which feeds back the predicted channel coefficients to all cancellation stages for
MALI estimation. The optimal LMMSE predictor weights depend on the SNR and
the rate of fading, both of which are changing over time. The weights could be
optimized for the presumed operation point but the channel estimation would be
impaired for other SNRs or rates of fading. In the next section some alternatives
for adaptively calculating the predictor weights are considered.

() .
Yrds )

){p\( S]) KL

Fig. 6.4. Two-stage DD channel estimator structure.

6.1.2.2. Adaptive channel estimation filtering

The LMMSE filters lend themselves to adaptive implementations. In fact, the
channel estimation filter can be made adaptive by using adaptive predictors [170,
215]. The optimum predictor, which would require knowledge of the channel corre-
lation function, can be approximated by using iterative gradient based algorithms.
It should be noted that the optimum LMMSE predictor in the PIC based receiver
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is different from the single-user LMMSE predictor (6.14) due to the imperfect in-
terference cancellation. Thus, the adaptive predictors may sometimes yield better
performance than the optimum single-user LMMSE predictor. In the following
sections, finite impulse response (FIR) and infinite impulse response (IIR) type
predictors based on the LMS algorithm are presented.

Linear FIR predictor

T
The output of the linear FIR predictor is given by é;:l) = vk,(l") (‘:5:1). In an LMS

predictor, the error signal can be formed as e\”) = &" ™" — &™) (see Figure 6.5).
The stochastic estimate for the gradient vector is Vi ; = —26;:1) é,:fl") and the LMS

algorithm for updating the coefficients v,(:l) can be written as [21]

VZLIH) = vgetll)+2/1'k,le§c7,ll)ékfln)' (6.15)

YPig K o f B&n)
ST

T
A Z a
1 ~
QEM T (T) EIR/ GSP
* LT ”T
LMS
&, éeﬁ?

Fig. 6.5. Adaptive predictor.

Recursive IIR predictor

First order IR filters are often used as channel estimation filters in RAKE receivers
[216]. With filter weights o and 1 — a, the filter is called a recursive integrator or
an alpha tracker [216]. A general Nth order adaptive IIR filter has been presented
in [217], where the adaptive IIR filter is structured as two adaptive FIR filters in
cascade. Therefore, the adaptive IIR filter can be seen as controlling two adaptive

FIR filters simultaneously. Let the first order IIR filter weights be v,(c?l) (feedforward
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coefficient) and q,(:fl) (feedback coefficient). The IIR predictor output can then be
written as

o) = o) + 10
where é,(cnl) is the rough channel estimate. The gradient vector with respect to the
(n) [~(n) é(n—l)]H

filter weights with the stochastic approximation is Vi ; = —2e;/ |}/, ¢,
and the LMS algorithm for updating the coefficients v ; and g;; can be expressed
as [217]
(n+1) (n) =*(n)
v v ¢
[ ?7’1,[-&—1) ] = l ?,’ll) +2/Lk,le§;’? l A*(kﬁl_l) ] . (6.17)
Ay, Ay, C1

The filter is not restricted to be an alpha tracker; the weights ”1(:1) and q,(:l) are ad-

justed independently. The filter weights should be constrained during the adapta-
tion process due to stability problems of adaptive IIR filters. Proper stability con-
straints for the first order IIR filters are simply: 0 < |vg;| < 1 and 0 < |gg;| < 1.
Another possibility would be to estimate the gradient only with respect to one
filter weight and then apply the constraints: 0 < |vg;| < 1 and gg; = 1 — vg,.
This constrains the filter to be the alpha tracker [216].

6.1.3. Numerical examples

First, the simulation results for the channel estimation filtering are presented. The
channel model used was a single-path Rayleigh fading channel with the vehicle
speed of 80 km/h and carrier frequency of 2.0 GHz. Relatively high rate fading
was used to make the channel estimation more difficult and challenging. The
data rate is assumed to be 16 kbit/s (which results in the maximum normalized
Doppler shift of 9.26 - 1073). Gold codes of length 31 chips were used and the
receiver sampling rate was 1 sample per chip.

A simple moving average estimator performs well if the length of the estimator
can be adjusted. The optimum length of the estimator depends on the rate of
fading (or vehicle speed) and the signal-to-noise ratio. The complex channel coef-
ficient mean squared errors for different SNRs at vehicle speeds of 80 km/h as a
function of the MA estimator length are presented in Figure 6.6. The same curves
have also been produced for different vehicle speeds at 0 dB which are shown in
Figure 6.7. The simulations were performed with the assumption that the data is
known. As can be seen, there is always an optimum value for the MA estimator
length depending on the SNR and the Doppler spread. Thus, there is a need for
adaptive channel estimators. The most reasonable values in mobile applications for
speech services for the MA estimator length is between 5 and 15 symbol intervals.

The alpha tracker (or recursive integrator) approximates the moving average
estimator. The optimum values for the filter parameters also depend on the rate
of fading and the SNR (Figures 6.8 and 6.9). In mobile applications with speech
services, the filter feedback coefficient should be between 0.7 and 0.9.
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Although the convergence rate is not of the greatest importance in channel
estimation filtering due to slow changes in channel statistics, they will be briefly
discussed below. The parameters used are: single-path uncorrelated Rayleigh
fading channels for different users with vehicle speeds of 80 km/h, a symbol rate
of 16 kbit /s (which results in the maximum normalized Doppler shift of 9.26-1073),
a carrier frequency of 2.0 GHz, the number of users 30, 10 users have 10 dB higher
power, the SNR of the users with lower power was 10 dB. Only one cancellation
stage was used with perfect knowledge of data symbols of all users for simplicity.

The rate of convergence of the adaptive LMS predictors depends on the users’
energies and the initial predictor weights. The stronger the user, the faster the
convergence, and the more carefully the stepsize p has to be chosen to avoid
stability problems. The convergence rate of the LMS FIR predictor for the users
with 10 dB higher power was roughly 500 symbol intervals when the initial weights
corresponded to an MA estimator of length 20 symbols and g = 5-1075. The
convergence time for the weak users with equal power was roughly 5000. With
a stepsize greater than 10~°, the LMS FIR algorithm becomes unstable in the
presence of strong interference.

The convergence of the LMS IIR predictor was more sensitive to the selection of
p and the initial filter weights than the LMS FIR predictor. With 4 = 5-10~* and
initial filter weights v,(col) = 0.8 and q,(col) = 0.2, the convergence time was about 1000
symbol intervals for the stronger users and more than 10000 symbols for the weak
users. The instability of the LMS IIR predictor can be avoided by constraining the
filter weights. The constraints used in the simulations were 0.01 < vg; < 0.5 and
0.5 < gg,; < 0.99. Interestingly, the filter weights corresponded to the recursive
integrator in the steady-state regardless of the initial conditions satisfying the
constraints.

The channel estimation MSEs for the LMS FIR, LMS IIR and MA estimators
are given in Figure 6.10. Based on the results, the LMS FIR predictor of length 20
symbols has the best performance of the three. The MSE of the MA estimator of
length 10 symbols saturates around 20 dB. The LMS IIR predictor also performs
better than the MA estimator, but its performance is worse than with the LMS
FIR predictor. The results indicate that the adaptive channel estimation filters
can significantly improve the channel estimation performance.

Another issue that was studied by simulations is the impact of the channel
estimate and the data decision feedback in the HD-PIC multistage receivers. The
parameters used are summarized in Table 6.1. The channel estimation filters used
in the simulations were the optimum single-user LMMSE filters (see (6.14)) to
simplify the simulations. The multistage receiver used was as presented in Figure
6.3 and the channel estimator structure was the same as in Figure 6.4.

Simulation results for channel estimation with and without feedback are given in
Figure 6.11. As we can see, feeding back the channel estimates gives better BER
performance than independent estimators at every stage (with two cancellation
stages) with the simulation parameters given in Table 6.1. Increasing the number
of stages to three does not degrade the performance from the channel estimation
point of view, as can bee seen from Figure 6.12. It can also be seen from Figure 6.12
that increasing the number of cancellation stages from 2 to 3 yields only minimal
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performance improvement. The difference to the ideal channel case and to the
single-user bound is 3.5 dB at the BER level of 10~2. The difference between ideal
and estimated channel BERs is due to the channel estimation errors caused by the
feedback and the inaccuracy of the final channel estimate.

In the PIC based multistage detectors, the decision and the channel estima-
tion errors propagate to the MAI estimates of all users and the performance can
be degraded remarkably without precautions. There are several ways to prevent
error-propagation due to poor channel estimates in the PIC based multistage re-
ceivers. In Figure 6.13, two different options have been compared in terms of the
resulting BER. The first one is based on the hang-up detection and correction
alone. The second one includes hard-limitation of the rough channel estimates in
addition to the hang-up correction. As can be seen, the hang-up correction alone is
not sufficient when the number of users is high. By rejecting the corrupted rough
channel estimates in channel estimation, the performance can be improved. The
rough channel estimates are compared to a threshold of three times the average en-
velope of the channel (3|cg,|), which was assumed to be known. If the threshold is
exceeded, the rough channel estimate for that user is set to zero. The performance
of such a rough channel estimate control scheme is presented in Figure 6.13 as the
solid lines. As we can see, the receiver no longer collapses with a large number of
users. The scheme does not degrade the performance with lower number of users
either.

Table 6.1. Parameters used in BER simulations.

| Parameter | Value
Gold code length G =31
Number of users K=8-32
Number of paths L=2
Maximum delay spread Tm =T/2
Channel profile second path -6 dB
Pilot symbol density 10%
Vehicle speeds 80 km/h
Symbol rates 16 kbits/s
PIC stages 1-3
Predictor parameters Py = -1
P, =10
Smoother parameters Psm = 10
P, =10
Hang-up detection threshold 2 symbols
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Fig. 6.6. Channel estimation MSEs as a function of the moving averaging
interval with vehicle speeds of 80 km/h and various average SNRs, single-

user case.
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Fig. 6.7. Channel estimation MSE as a function of the moving averaging
interval with SNR of 0 dB and various vehicle speeds, single-user case.



137

10’ ‘

1-0dB
2-5dB
3-10dB
4 - no noise

107 I I I I I I I
0 01 02 03 04 05 06 07 08 09 1

Feedback coefficient value

Fig. 6.8. Channel estimation MSEs as a function of the feedback coefficient of
the recursive integrator with vehicle speeds of 80 km/h and various average

SNRs, single-user case.
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Fig. 6.9. Channel estimation MSE as a function of the feedback coefficient
of the recursive integrator with SNR of 0 dB and various vehicle speeds,
single-user case.
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Fig. 6.10. Channel estimation MSEs for the adaptive FIR (filter length 20
symbols, . = 5-107%) and IIR (¢ = 5-10"%) predictors and for the moving
average estimator (length 10 symbols) in a 30-user case in a one-path fading
channel with vehicle speeds of 80 km/h, 10 users of 10 dB higher power.
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Fig. 6.11. Impact of the channel estimate feedback on the BER, with K = 8
and K = 24 users in a two-path channel (second path 6 dB weaker) with two
cancellation stages.
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Fig. 6.12. BER with different numbers of cancellation stages for the known
and estimated channels, with K = 24 users in two-path fading channels (sec-
ond path 6 dB weaker).
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Fig. 6.13. BER with and without rough channel estimate control, with average
SNRs of 0, 4, 8, 12, and 16 dB in two-path channels (second path 6 dB weaker)
with two cancellation stages.



140

6.1.4. Discussion

Multistage HD-PIC receivers in fading channels were studied in this section. The
main emphasis was on channel estimation filtering and studying the impacts of
the channel estimate and data decision feedback on the receiver performance. The
numerical results showed possible gains when using adaptive channel estimation
filters. Feeding back the channel estimates from the last receiver stage results
in satisfactory performance if the fading is not too fast. It was noticed that the
hang-up detection is crucial in the PIC based multistage detectors using decision-
directed channel estimation due to the error propagation into MAI estimates of
all users. It was seen that rejecting excessively large rough channel estimate val-
ues in channel estimation is one possible solution to circumvent detrimental error
propagation in the PIC receiver.

6.2. Delay estimation in PIC receivers

The main problem to be solved regarding the delay estimation in multiuser CDMA
receivers is to decompose the multidimensional optimization problem to several
problems of fewer dimensions. One possibility to split the K L dimensional prob-
lem to the KL separate delay estimation problems is to use the expectation max-
imization [146] or the space alternating generalized EM [144] methods. The PIC
based delay estimators and the EM or SAGE algorithms result in very similar
algorithms [40]. The parallel interference cancellation method can be used both
in delay acquisition and delay tracking in multiuser receivers. In the sequel, the
PIC based delay estimator is developed.

For the known channel coefficients and data, the maximum likelihood estimates
for the delays for all users are obtained from

. . _ 2
T—argm#n{Hr SBc||?}. (6.18)

In the PIC based delay estimators, (6.18) is solved separately for each user and
path assuming that the other user and path parameters are known. By defining
a complement code matrix for the kth user’s Ith path gk,l =8 — S, with S ; =
[s$),...,8¢0 V] and s;"} = [0,...,0,s{"),0,...,0] € RSON*KL the delay
estlmate for the kth user’s lth path can be expressed as

i = argmin {|Ir — (Sxz + S5.0)Be|?}

Il

argmin {||r — S;Be||* — 2Re {"B"S{(r — Sj,;Bc)}}, (6.19)
Tk,1 ?

where the constant ||Sy ;Bc||? not having an impact on the minimization of (6.19)
has been dropped. Furthermore, due to the normalization of the signature sequence
energies S7 ;Si; = I, (6.19) can be written as

#, = argmin {—2Re {c"B"S} ;r} — 2Re {c"B"S](r — S;;Bc)}}

Tk,1
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= argmin {—2Re {cHBH (S;f’lr +Spr— SE’,SkJBc) }}

Tk, 1

= argmax {Re {CHBH ((S’IE,I + g’i%‘,l)r - ggflsk’ch) }}

Th,l

= argmax {Re {cHBH (S;f’lr - g;fJSk’ch) }} ) (6.20)

Tk,l

which can be also written as

f, = argmax {Re {cHBH (Sr,f’lr — (8T - SEJ)SMBC) }}

Th,l

= argmax {Re {cHBH (yk’l - (STSk’l — I)Bc) + ch}}

Th,l

= argmax {Re {cHBH (yk,z - ‘I’k,z) }} , (6.21)

Tk,
where the MF output vector for the kth user’s [th path has the components y;; =
[y,(fl),...,yg’\l{b_l)]T € CKINv with ygfl) = [0,...,0,3/,&?,0,...,0] € CXL) and
the interference vector for the kth user’s Ith path ¥ ; = [\I!g]l), ey ‘Ilg"_l)]T €
CKLNs with ®() = [0,...,0,%{%,0,...,0] € CX~. Finally, (6.21) reduces to

n
D _ arg max {Re 3y {akf;) b [yf:}(%k,,) _ \il;”),(%k,,)] }} . (6.22)
’ i=n—T+1

for each user and path with an observation interval 7 symbols.

6.2.1. Delay acquisition

There are two approaches to delay acquisition in PIC based receivers. The first
one is to assume that there is only one user to be acquired at a time. The other one
is to acquire all user delays jointly. The first option is more practical and simple
to implement in PIC receivers. The latter leads to quite impractical acquisition
schemes for the PIC receivers, but is theoretically interesting [181].

A new user of a CDMA system can be acquired by using the conventional single-
user delay acquisition methods [32] if the known interference is cancelled from the
sampled wideband signal, i.e., prior to matched filtering (see Figure 6.1(b)). MAI
is estimated for those users and propagation paths that are being received already.
The wideband signal after interference cancellation for the kth user’s Ith path at
the pth cancellation stage is given by

_ e
E ey (P) = 2™ — $10 (), (6.23)

where \i'g]b)kl is the wideband MAI estimate for the kth user’s Ith path. For the
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definition of the wideband interference term, a sub-matrix of S (2.8) is needed:

S(»=2)(2) s=1(1) S(7)(0) 0 0
ng)] — 0 S(n—l)(2) S(n)(l) S(n+l)(0) 0 ,€ ]RSSGXSKL
0 0 sm(2) s+(1) s+2)(0)

(6.24)
where it is assumed that D = 2 for notational simplicity?. The channel coefficient
matrix over the window of 2D + 1 symbol intervals is defined as

Cip) = diag[e"(n=D), ... T, T(n+D)] (6.25)
and the data vector as

b = [bTCD), b7, b D)), (6.26)

Furthermore, the complement matrix for the windowed spreading sequence matrix

is defined as
g

_ o) _ g
DIkt = Sip] ~ Sipjk (6.27)

(D]

where ng)] . contains only the kth user’s Ith path components and other com-
ponents are set to zero (similar to as in Section 6.2). Now, the wideband MAI
estimate for the kth user’s Ith path can be expressed as

- (n) ) .
¥100(p) = S L ()B{ ) (). (6.28)

In delay acqusition, the new users and paths being acquired are not included in the
spreading code matrix and thus, ng)] ki = ng)] el Since the delays are changing
slowly, the delay estimator should operate on the last receiver stage signals. The
delay acquisition problem for the new user with index K + 1 can be expressed as

n

~(n+1 _ (% 2
H =agmax > SR Piop (P} (6.29)
i=n—T+1

where P is the number of cancellation stages. The propagation path index is
dropped due to the definition of delay acquisition in multipath channels (p. 104).

2More generally, the dimensions of the matrix are (D + 1)SG x (2D + 1)K L.
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6.2.1.1. Numerical examples

A semi-analytic approach is used to evaluate the mean acquisition times for the
conventional and PIC based delay acquisition schemes. The probabilities of ac-
quisition within a given observation interval are simulated and then the mean
acquisition time is computed according to (5.18). It will be assumed that there
is only one new user to be acquired and the definition for the delay acquisition is
the case when the delay of at least one multipath component has been found. The
main parameters used in the simulations were: two-path Rayleigh fading channel
with equal energy taps, vehicle speeds of 80 km/h and a carrier frequency of 2.0
GHz. The data rate was assumed to be 16 kbit/s. Gold codes of length 31 chips
were used, the receiver sampling rate was 1 sample per chip. The observation in-
terval in the delay acquisition was between 10 — 100 symbol intervals, the number
of known or synchronized users was between 8 — 32 and their SNR was 10 dB. The
new user being acquired had the SNR of 0, 10 or 20 dB (the power offset with
respect to the synhronized users was -10, 0 or 10 dB). The PIC based acquisition
scheme was based on the receiver structure described earlier in Section 6.1.1, i.e.,
two cancellation stages were used and the channel estimation was carried out at
the last cancellation stage. The false alarm penalty time (7},) used in the mean
acquisition time analysis has been 500 symbol intervals.

The probability of acquisition as a function of the number of users for the obser-
vation intervals of 10 and 100 symbols both for the MF and PIC based acquisition
schemes are presented in Figure 6.14. The SNR of the new user was 10 dB (power
offset 0 dB). Clearly, the PIC based acquisition scheme is more reliable than the
conventional MF based acquisition scheme in all cases studied.

The mean acquisition times in chip intervals as a function of the observation in-
terval for both the conventional and the PIC based acquisition schemes in the case
of 24 synchronized users are illustrated in Figure 6.15 for different unsynchronized
user power offsets. As we can see, the observation interval of 10 symbols results
in the shortest delay acquisition time and it is therefore used in the sequel.

The mean acquisition times as a function of the unsynchronized user power
offset for different numbers of synchronized users are shown in Figure 6.16 for the
conventional MF based acquisition and in Figure 6.17 for the PIC based acquisi-
tion. The results indicate that it is beneficial to use a higher power for the new
user from the conventional MF acquisition point of view. Increasing the power
from 0 dB offset does not lead to much benefit in the PIC based acquisition un-
less the number of users is very large. In fact, allowing the new user to transmit
at a higher power than the synchronized users is detrimental to the PIC based
data detection as will be shown in Section 6.3. By comparing the acquisition time
analysis results of the conventional and the PIC based schemes at the SNR of 10
dB (0 dB offset) for the new unsynchronized user, we can see that the PIC based
acquisition results in at least two times shorter delay acquisition times when the
number of users is at most 24. When the number of users is very large, the un-
synchronized user is more harmful to the PIC receiver which operates close to its
capacity limit. In such a case, cancellation fails more easily and the conventional
MF based acquisition results in almost the same acquisition performance.
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Fig. 6.14. Probability of acquisition for the PIC and MF based acquisition as
a function of the number of users in a two-path Rayleigh fading channel with
vehicle speeds of 80 km/h, observation intervals 10 and 100 symbols and the
unsynchronized user power offset of 0 dB (SNR 10 dB).
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Fig. 6.15. Mean acquisition times for the PIC and MF based acquisition as
a function of the observation interval in a two-path Rayleigh fading channel
with vehicle speeds of 80 km/h, 24 synchronized users and the unsynchronized
user power offset -10, 0 or 10 dB (SNR 0, 10, 20 dB).
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Fig. 6.16. Mean acquisition times for the MF based acquisition as a function
of the unknown user power offset in a two-path Rayleigh fading channel with
vehicle speeds of 80 ki /h for different numbers of users with the observation
interval of 10 symbols (SNR 0 — 20 dB).
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Fig. 6.17. Mean acquisition times for the PIC based acquisition as a function
of the unknown user power offset in a two-path Rayleigh fading channel with
vehicle speeds of 80 km /h for different numbers of users with the observation

interval of 10 symbols (SNR 0 — 20 dB).
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6.2.1.2. Discussion

Delay acquisition in PIC receivers was studied in this section. Based on the mean
acquisition time analysis, it can be concluded that the PIC based acquisition results
in significantly shorter acquisition times than the conventional MF acquisition if
the number of users is less than the processing gain. In highly loaded cases, the
PIC receiver is already operating at the upper limit of its capabilities and the
new unsynchronized user may cause significantly worse cancellation efficiency to
existing users. In such a case, the advantage of using the PIC method in delay
acquisition does not lead to significant benefit in comparison to the conventional
MF based acquisition.

6.2.2. Delay tracking

In this section, the PIC method is used in deriving delay trackers. Using the
principles of the delay-locked loop techniques together with the lead-lag phase-
locked loops [218], two alternative DLL implementations for fading channels will
be introduced.

The operation of the feedback control loops is determined by the s-curve, which
presents the error signal as a function of the reference parameter error. If the
amplitude of the input signal is fluctuating, the s-curve will fluctuate respectively
[33]. Quite often perfect automatic gain control (AGC) is assumed which results
in a steady s-curve. In a DS-CDMA receiver, the AGC is twofold: the wideband
radio frequency (RF) signal level is controlled by the so-called pre-synch AGC,
and the amplitude of the despread narrowband signal is controlled by the post-
synch AGC [219]. The most reasonable way to deal with the post-synch AGC is
to integrate it into the synchronization algorithms, which results in adaptive loop
gain control algorithms for normalizing the s-curve. In this section, proper means
are derived for adaptively adjusting the loop gain in the PIC based DLLs.

6.2.2.1. BER sensitivity to delay estimation errors

In order to get some understanding on the timing accuracy requirements, the
BER sensitivity of the multistage HD-PIC receivers to delay estimation errors was
simulated in fading channels. The receiver and the channel estimator structure
used is as in Sections 6.1.1 and 6.1.2 and the parameters used in the simulations
are the same as presented in Table 6.1 with the exception that the chip shaping
filter was a raised cosine with roll-off 0.75 and that the propagation paths were of
equal power. The number of users was 16 and Gold codes of length 31 have been
used. The delay errors are assumed to follow the zero-mean Gaussian distribution
limited to the range of + 1.0 chips.

The BERs for various delay error standard deviations (normalized to the chip
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interval) without a near-far problem are presented in Figure 6.18 in a known
channel case and in Figure 6.20 with channel estimation. According to the results,
the delay error standard deviation should be less than 0.1 chips in order to not
degrade the performance significantly. In the case of a near-far problem (5 users
have 10 dB higher power), the delay estimation accuracy requirements are more
stringent, as can be seen from Figures 6.19 and 6.21. With the standard deviation
value of 0.1 chips, the BER degradation is relatively high in the case of estimated
channel. Based on the results, it may be concluded that the delay error standard
deviation should be around 0.05 chips in practice.

6.2.2.2. Quasi-coherent DLL
The PIC based delay-locked loops are found by taking the derivative of the argu-

ment in (6.22) and setting the derivative to zero. The timing error signal can be
written as

n a n n
egcl) = aTklRe{ 0 )b( ) [?/k l)(Tkl)_\I,gcl(Tkl)]}
A(n n n a = ~
- Re{ () ) [ o) (7o) 4 (Tk’l)]}
Re {é (n) j,(n) [(?/(?l)(%lgT )+A) _ y(n)( (n 1) _ ))

(‘1’2"2( )+ A) = oY A))}}, (6.30)

Q

where the derivative is approximated by the early-late difference (2A). Assuming
ideal channel coefficient and data estimates, the timing error signal has the form

&) = Re{ bR [dn? (RERGET + 2) - RERGE™ - )

(Y ) w6 - )
(868 + 8- 9L - ) ]

e el + ), (6.31)

where (™) is the noise term containing MAI estimation errors, egcnl) is the ideal

timing error signal in the absence of fading, noise and interference, and Rk'; ,:Ll)( )
is the autocorrelation value with the given delay. If a moving average filter is used
as the loop filter3, the output of the loop filter in fading channels can be written

3The moving average filter is used here only to simplify the notations. Depending on the
closed-loop transfer function [33] this type of loop filter may lead to an unstable feedback circuit
and hence it cannot be used as a loop filter in all cases.
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Fig. 6.18. The BER of the two-stage HD-PIC receiver in a two-path fading
channel as a function of the average SNR with various delay estimation error
standard deviations (oc+ = 0, 0.05, 0.1, 0.15, 0.2 from down to up) with
K = 16, no near-far problem, known channel gains.
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Fig. 6.19. The BER of the two-stage HD-PIC receiver in a two-path fading
channel as a function of the average SNR with various delay estimation error
standard deviations (o+ = 0, 0.05, 0.1, 0.15, 0.2 from down to up) with
K = 16, 5 users have 10 dB higher power, known channel gains.
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Fig. 6.20. The BER of the two-stage HD-PIC receiver in a two-path fading
channel as a function of the average SNR with various delay estimation error
standard deviations (oc+ = 0, 0.05, 0.1, 0.15, 0.2 from down to up) with
K = 16, no near-far problem, estimated channel.
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Fig. 6.21. The BER of the two-stage HD-PIC receiver in a two-path fading
channel as a function of the average SNR with various delay estimation error
standard deviations (o+ = 0, 0.05, 0.1, 0.15, 0.2 from down to up) with
K = 16, 5 users have 10 dB higher power, estimated channel.
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as
(n) 1 < @12.6) | oG
&l = 7T Z (|ckl,z| ) +70)
i=n—T7T+1

where 7 is the effective loop filter integration time in symbol intervals, A( K 18

the filtered amplitude component and the delay is assumed to be fixed Wlthm the

observation interval 7, i.e., egc)l =e,n, Vie{n—-T+1,...,n}.

In the case of time-discretized delay tracking, the post-synch AGC has to nor-

(n)

malize the s-curve in such a way that only the term e, ; is left after normalization

of (6.32). In other words, the term Ai(ln) needs to be compensated for to guaran-
tee the stability of the loop. A multiuser receiver is an alternative to conventional
receivers which require accurate power control. Thus the average signal level in
multiuser receivers is allowed to vary. The residual amplitude estimation is there-
fore crucial for the DLLs in multiuser receivers. In digital DLLs with a limited
number of possible timing positions, the s-curve is quantized. In such cases, the
post-synch AGC is needed to keep the timing error signal within the dynamic
range of the s-curve.

PN sequence | Lo
enerator | NCO ]

Fig. 6.22. Quasi-coherent DLL.

The structure of the quasi-coherent DLL (QC-DLL) is presented in Figure 6.22.
The residual amplitude estimation consists of taking the absolute value of the
filtered complex channel coefficient and squaring, which both are nonlinear op-
erations. The noise will cause some bias to the estimate due to nonlinearities.
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Some prefiltering is therefore needed to suppress noise before the nonlinearities.
The prefilter should be selected in a similar manner as the channel estimation fil-
ters. After prefiltering and nonlinearities, the resulting rough amplitude estimate
should be filtered by the equivalent of the loop filter. The filters do not need to be
alike, only the effective integration times should be equal. This guarantees that
the estimate corresponds to the residual amplitude component at the output of
the loop filter. The residual amplitude estimate can now be written as

n

.2 1 . 2
(n) _ n) (i—j+1) r(i-1)
Ak,ln =7 2 : ‘ E :Uk (7) y[lz?IJC]kl( kz +A)‘
i=n—T+1 j=1

n

3 ‘Zv(") AR o A)‘ , (6.33)

i=n—T+1 j=1

+

where vk i ( j) are the prefilter weights for the FIR type filter which can be adapted
accordlng to (6.15) and y[p;c) is the matched filter output after interference can-
cellation.

A close examination of the loop filter output (6.32) and the residual amplitude
estimate (6.33) reveals that they do not coincide exactly in time. The reason
for this is the prefiltering used in the residual amplitude estimation. In fact, the
timing error signal should also be prefiltered, before complex coefficient weighting
and loop filtering (see Fig. 6.22). The effect of data modulation must be removed
before the prefiltering. The resulting timing error detector is one kind of smoother
where the extra delay inherent in smoothers is implemented by the prefilter. The
timing error signal with prefiltering is

n
ny _ 1 Z z) 3o (n)
€kl = ? ~ . (] lv t )

2(i—75+1 i 1 i— g 1 ?
'bgc s ( (PIJCJ]rk)z( k(: D+ A)- [PIJC;]LIC)I Igl ) A)) ) (6.34)

The normalized timing error signal is finally obtained by dividing (6.34) by (6.33):
=(n)

A(n €k,
&) = 2o (6.35)
Ak,l

(n)

The normalized timing error signal é;;; is used to control the phase of the local
reference code generator. In a digital feceiver, the minimum shift of the local
sampled sequence is one sample interval. Usually four samples per chip results in
satisfactory performance. In [220, 221], a lead-lag phase-locked loop (PLL) [218]
has been used to achieve robust phase control of the reference signal. The local
reference is either advanced or retarded by one sample according to the sign of
the timing error signal. Actually, the timing error signal is applied to a threshold
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device which outputs either +1 or 0, accordingly. The threshold level is usually
set to the middle of the s-curve origin and the first non-zero point.

Nonlinear loop filters [222] are well suited for the lead-lag loops. In [218], a
sequential filter (or a random walk filter) was used. Here, a dynamic integrate-
and-dump (DI&D) filter [223] will be used. The DI&D filter consists of a recursive
integrator followed by a threshold device. The difference between the usual 1&D
and DI&D filters is that the first one is reset regularly and the DI&D filter is reset
only after a timing correction.

6.2.2.3. SCCL loop

In [224] a reduced range search was introduced for single-user symbol synchro-
nization. The authors called the scheme sample-correlate-choose-largest (SCCL)
symbol synchronizer. It is based on three parallel correlators, which are spaced
one sample apart. The correlator outputs are filtered over 7 symbol intervals in
an integrate-and-dump filter. The outputs of the 1&D filters are then passed to
a nonlinear device, which selects the maximum correlation value to be the timing
estimate for the next 7 symbol intervals. The timing correction principle of the
SCCL loop is the same as in lead-lag phase-locked loops [218]. In comparison to
the standard early-late DLLs, the SCCL loop is more robust, since it does not
require the so-called post-synch AGC for s-curve amplitude normalization prior to
timing control as will be explained in the sequel.

The structure of a PIC based SCCL delay tracker is presented in Figure 6.23.
The effect of the data modulation is removed after interference cancellation. Then
the correlator outputs are prefiltered and weighted by the conjugate of the channel
coefficient estimates. By using similar filters in prefiltering and channel estimation
filtering, the delay error (or lag-error) in the channel coefficient estimates becomes
negligible. In fact, this results in the similar structure as in non-coherent DLLs
with the exception that the signals are filtered prior to squaring, i.e., the despread-
ing interval is implicitely extended (see Section 5.1.3). The signals at the output
of the FIR prefilters can be written as

T (71) Zv’, @) (), (6.36)

and for the IIR prefilters as

?/kz( Trg) = 1(93 ,ﬁ%(m) +q1(c)ly;(cll D (Tr,1), (6.37)
where
31 (Fe) = b (WD (Feg) = ¥ (Fen)) = by ropp (Fe) (6.38)

is the MAI “free” and weighted correlator output with trial delay 74 ; = %,E’T;I) +A,,

Ay € {-1,0,+1}, n' = [Z] 4, and v,(:;, q,(c; are the prefilter weights. The delay

4|z| denotes the largest integer less than or equal to z, i.e., the floor function.
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estimate for the next 7" symbols is

“,g’; ) arg (TILn)ax (Re {yk I +1)( -I- Au)} )
Tel u
= ( )+ arg max (Re {y(" (4 ) +A )}) (6.39)
where
(n'1) _ ~ o _ 1N 200
Yk,1 T Z Yp,1 = T Z ckl Yg,1- (6.40)
i=n—T+1 i=n—T+1

The timing error correction in the SCCL loop is not based on the exact values
of the s-curve, but rather on the selection of the maximum of the three trials.
Since the amplitude component is roughly the same for every trial value, residual
amplitude components need not to be compensated for.
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Fig. 6.23. SCCL delay tracking loop.

6.2.2.4. Numerical examples

The main parameters used in the simulations were: carrier frequency 2.0 GHz,
symbol rate 16 kbits/s, 31 chip Gold codes, the number of users 1 — 30, the
number of samples per chip was eight, and one-path Rayleigh fading channels
with vehicle speeds of 80 km /h (which results in the maximum normalized Doppler
shift of 9.26 - 1072) were used. Perfect data detection was assumed, so only one



154

cancellation stage was used. Only one near-far situation was studied in the 30-user
case (10 users have 10 dB higher power). The observation interval was 7 = 70,
and an adaptive LMS FIR predictor of length 20 symbols was used for the channel
coefficient estimation. The normalized root mean squared error (RMSE) averaged
over the desired users of equal energy (RMSE = 55 i?l:l T, Efe; — ,0]?)
was used as the performance measure in delay tracking.

The performance of the quasi-coherent DLL and the SCCL loops are presented
in Figure 6.24. The SCCL has 5 — 6 dB better tracking performance than the
QC-DLL in the single-user case. The comparison of the loops is not fair, since the
loop bandwidths may differ and are difficult to determine analytically for the loops
studied. However, the transient responses of the loops have been adjusted to be
similar and the comparison is justified. The PIC based QC-DLL has remarkably
worse performance in the 30-user case than the SCCL loop. About 20 — 30 % of
the users had a bias of +1 sample, which causes a bias in the average RMSE. This
is caused by inaccurate MAI estimates, which will cause biased residual ampli-
tude estimates and biased normalized timing error signals. Therefore, the average
RMSE is saturated to the level of 0.06 — 0.07.

The root mean squared (RMS) code tracking error for the conventional SCCL
loop in the presence of M AT is presented also in Figure 6.24. The RMSE saturates
around 10 dB SNR with the conventional SCCL loop. The RMSE of the PIC based
algorithm does not saturate at the SNRs of practical interest. It can be expected
that the saturation level of the PIC based algorithms is quite low; with ideal MAI
estimates the asymptotic RMSE approaches zero. Nevertheless, the performance
was slightly worse than with the conventional algorithm at low SNRs. In these
examples, only one cancellation stage was used for simplicity. It is clear that the
performance of the PIC based DLLs is improved remarkably when taking into
account the fact that the PIC based receivers perform cancellation several times
in the multistage receivers and that the delay trackers can be placed in the last
receiver stage. On the other hand, the performance will be degraded when there are
errors in the data decisions. In section 6.2.2.1, the delay estimation requirements
for PIC receivers were estimated. By comparing the results of Figure 6.24 to these
requirements we can see that the PIC based SCCL loop satisfies the requirements.

The BER performance of the multistage HD-PIC detector with the PIC based
SCCL loop based delay tracking was also simulated. The results are presented
in Figure 6.25. The observation interval in the SCCL loop was 50 symbols. The
chip shaping filter used was the root raised cosine filter with roll-off 0.75. Four
samples per chip were taken at the receiver. The timing accuracy of the receiver
was eight samples, i.e., the filtered PN sequence of the receiver has been sampled
eight times per chip. Four of those are selected for despreading according to the
SCCL based timing control. The BER was simulated both with and without the
near-far case (5 users have 10 dB higher power) with 16 users. It is obvious that
the practical delay tracking algorithms in PIC based receivers do not degrade the
BER performance significantly at the SNRs of practical interest. Hence the delay
tracking performance is not the limiting factor when applying the PIC receivers
to practical systems.
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loop for delay tracking in a two-path fading channel with vehicle speeds of

80 km/h and K = 16.
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6.2.2.5. Discussion

Delay tracking in the PIC receivers was studied in this section. The performance
of the PIC based and the conventional delay trackers was investigated in an asyn-
chronous CDMA system. A PIC based receiver for estimating the channel coeffi-
cients and data was used in conjunction with the delay trackers. According to the
results, the DLLs which require adaptive loop gain control result in biased delay
trackers in multiuser environment. Only the SCCL loop resulted in unbiased delay
trackers. The SCCL loop was studied both with and without interference cancel-
lation. The results indicate that the PIC based SCCLs have better performance
than the conventional SCCLs at high SNRs, whereas the conventional SCCLs had
better performance at low SNRs. It was observed that the BER is not degraded
much in practical HD-PIC receivers utilizing the PIC based SCCL loops in delay
tracking.

6.3. Residual interference suppression in PIC receivers

The parallel interference cancellation relies on the knowledge of the number of
users and propagation paths. In practice the number is not known exactly, e.g.,
due to inter-cell interference, unknown propagation paths or new users trying to
connect to the base station. As a result, there will be some residual interference
even with perfect cancellation of the known signal components. In many cases
the inter-cell interference can be large enough to degrade the performance of the
PIC receivers significantly. For that reason residual interference suppression is
crucial to guarantee that the PIC receivers can operate reliably. In this chapter,
one possibility for residual interference suppression in PIC receivers is considered.
The approach taken is to combine the precombining LMMSE and PIC receivers.

6.3.1. Hybrid LMMSE-PIC receiver

Let us consider the receiver structure of Figure 6.1(b). The received signal vector
after interference cancellation at the pth stage for the desired signal component is

given by (see p. 142)
—(n - 2 (n)
rfp)m]k’l(p) =5 — &y (6.41)

In the standard PIC receiver, the signal is despread by matched filtering

y[(;)IC}k,l(p) = g;cr,lffg)m]k,z(p)' (6.42)

The matched filters can be replaced with the precombining LMMSE filters studied
in Chapters 3 and 4. The resulting hybrid LMMSE-PIC receiver processes each
multipath component according to

—_(n)

(n) _ =T -1 _ T =(n)
y[ngIC]k,l(p) = Sk,lET[P,C]k,,(p)r[PIC]k,l(p) = W[PIC]k:,l(p)r[]T;IC]k,l(p)' (6.43)



157

The techniques studied in Chapter 4 can be used to iteratively calculate the resid-
ual interference suppression filters wiprcjx,1(p) for every cancellation stage.

The matched filters can be replaced by the LMMSE filters at any receiver stage.
When the LMMSE filters are also used to produce the rough channel estimates,
attention must be paid to the normalization of the LMMSE receiver coefficients.
Large filter gains increase absolute values of MAI estimates and a small gain de-
creases the MAI terms. Hence, a unit filter gain for the desired signal component
would be desirable. In fact, the normalization according to the MOE criterion

which results in the filter coefficient vector Wiy gk, = _2'7_%"_”, gives the unit
s il

filter gain to the desired signal component (EEJW[ MoEk,; = 1). In the numerical
examples, normalization according to the MOE criterion will be used.

6.3.2. Numerical examples

The channel model used was a two-path equal energy Rayleigh fading channel
with vehicle speeds of 80 km/h and a carrier frequency of 2.0 GHz. The data rate
was assumed to be 16 kbit/s (which results in the maximum normalized Doppler
shift of 9.26 - 10~2) and the maximum delay spread was one symbol interval. Gold
codes of length 31 chips were used, the receiver sampling rate was 1 sample per
chip. There were 16 known users at the SNR of 15 dB and one unknown user.
The power of the unknown user was between -20 — 20 dB in comparison to the
other users. The blind LS receiver described in Section 4.1.2.2 was used in the HD-
PIC receiver to suppress residual interference due to unknown signal components.
The sample-covariance was estimated recursively by using a forgetting factor value
~v = 0.999. Direct inversion of the sample-covariance matrix was performed once
per hundred data symbols to speed up simulations.

The BER results for the basic HD-PIC receiver are presented in Figure 6.26 for
the average SNRs of 5, 10 and 15 dB as a function of the unknown user power
difference with respect to the synchronized users. The results reveal that the BER
is degraded significantly with an unknown user with a 10 dB higher power. At
SNRs higher than 10 dB, an unknown user with the same power as the synchronized
known users is sufficient to cause a significant performance degradation.

The BER results for the hybrid LMMSE-PIC receiver are presented in Figure
6.27 for the average SNRs of 15 dB as a function of the unknown user power
difference with respect to the synchronized users. If the blind LS receiver is used
instead of the matched filter at the last receiver stage (“IC2” in the figure), which
produces the channel estimates for all receiver stages (see Section 6.1.2), the BER
degradation is significantly smaller. When the blind interference suppression filter
is used both at the matched filter stage and the last cancellation stage (“MF
& 1C2” in the figure), the performance improvement is marginal compared with
the “IC2” case. The blind LS receiver at the first stage alone did not improve the
performance of the basic HD-PIC receiver due to relatively poor channel estimates.
The best performance was obtained when the blind LS receiver is used at every
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receiver stage (“MF & IC1 & IC2” in the figure). In fact, the performance with a
blind adaptive LS receiver with span of three symbol intervals (M = 3) is almost
insensitive to the unknown user in the cases studied. The difference between the
receivers of span one and three is quite small in the case when all receiver stages
include blind interference suppression with K = 16.

The BER results as a function of the number of users at the SNR of 15 dB
and unknown user power offset of 10 dB are presented in Figure 6.28. The basic
HD-PIC receiver has untolerable high BER in all cases studied. The BERs of the
LMMSE-PIC receivers with span one and three are almost the same up to 16 active
users. Increasing the number of users up to 32 reveals that the receiver with span
three has significantly lower BER than the receiver with span one symbol interval.
In fact, the BER of the LMMSE-PIC with span one is almost as high as with the
basic HD-PIC with 32 active users. In the case of 28 active users, the BER of the
receiver with span one is significantly smaller than with the basic HD-PIC receiver.
Hence, the hybrid LMMSE-PIC receiver with blind interference suppression filters
of span one symbol interval at every receiver stage can be used to achieve robustnes
against unsynchronized users. The performance gains with it are significant when
the number of active users is less than the processing gain of the system.

6.3.3. Discussion

The performance of the PIC receivers is sensitive to the unknown signal compo-
nents that cannot be cancelled. If the power of the unknown components is high,
the performance is degraded significantly. The performance degradation is due
to the biased MAI estimates. Some methods to make the bias smaller have been
reported in [141, 142]. The previously known methods for bias reduction are based
on some form of partial interference cancellation [142] where only a fraction of the
MALI estimate is subtracted at each cancellation stage. In this chapter, a more ef-
fective method was presented; the residual interference is suppressed with a linear
filter rather than partial cancellation with a single weight.

It was observed in Section 6.2.1 that the PIC based delay acquisition method
does not always improve the performance of the conventional MF method when the
number of users is high or the power of the new user being acquired is high. It was
shown that the BER performance of the PIC receivers is significantly degraded due
to unsynchronized users. Taking advantage of the hybrid LMMSE-PIC receiver
in the acquisition of the new users, it can be anticipated that the acquisition
performance can be further improved. It is also possible to apply the minimum
variance based acquisition (see Section 5.1.1) for the new user.

In future CDMA systems, the data rates of different users can vary significantly.
The simplest technique to change the data rate is to change the spreading factor.
The users with a higher data rate may cause significant interference to the lower
data rate users. In the case when base station diversity is not used, the high data
rate users from the other cells may degrade the performance of the PIC receivers
significantly. The combination of the blind adaptive and PIC receivers solves the
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bias problem due to unknown signal components of high power. Hence the hybrid
LMMSE-PIC receiver is seen as one of the most promising alternatives for base
station receivers in the future CDMA systems. Further studies are still needed to
provide more insight about their applicability to practical systems.

In a mixed data rate system, the PIC receiver with cancellation prior to de-
spreading can be used without any additional difficulties. Since the MAI estimate
is formed for the wideband signal for each user and path, the actual data rate does
not have a major impact on the MAI estimation and interference cancellation.
When applying the proposed residual interference suppression method in PIC re-
ceivers operating in a variable spreading factor system, the basic linear interference
suppression filter should be modified. Most linear interference suppression algo-
rithms require the interference to be cyclo-stationary (see Section 3.2.2). In order
to retain cyclo-stationarity, the linear interference suppression filter taps must be
cyclically shifted from one symbol interval to another. Effectively, the receiver uses
the lowest spreading factor for all users in despreading (and blind interference sup-
pression). The sub-symbols produced by the linear interference suppression filters
are then combined for the low data rate users. Although not studied in this thesis,
the application of the hybrid LMMSE-PIC receivers in mixed data rate systems
seems to be possible in WCDMA type systems.
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Fig. 6.26. BER for the HD-PIC receiver in two-path fading channels with
different SNRs (5, 10, 15 dB) as a function of the unknown user power offset
with respect to the known users, K = 16 + 1.
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6.4. Spatial signal processing in PIC receivers

The PIC receivers can be extended to the spatial domain in a similar fashion
as the LMMSE receivers (Section 3.3). The most practical versions of the PIC
receivers perform interference suppression prior to matched filtering and multipath
combining. In that receiver configuration, the best performance is obtained if the
spatial domain processing precedes interference suppression. The PIC receiver
with such spatial domain processing is derived in Appendix 5.

The spatial-temporal PIC receiver is a straightforward extension of the basic
PIC receivers. However, neither simulations nor analysis for the spatial-temporal
multistage PIC will be made in this thesis. In [144] some studies for the spatial-
temporal HD-PIC receiver have been made. The performance of the receiver was
shown to be very good in the cases studied.

Once the delays and the direction-of-arrivals are estimated (see Appendix 5)
the PIC based multistage detection can be carried out. The spatial-temporal
multistage PIC makes the decisions at the pth stage according to

() = sgn[Re{ccH<n><p>(Y<">—@(")<p))}}

= sgn[Re{CCH(")( y[PIC] p)}] (6.44)

n)

where C = Ix ®17 is the multipath combining matrix, Y(®) = ZkK 1 EIL 1 Y,(ﬁ i
= (n)
CKL s the spatially combined matched filter output vector and ¥ (p) = Zk 1

PO ‘I’k,z (p) € CXL is the corresponding MAI vector (see Appendix 5 for more
details).

6.5. Summary

Data detection, channel estimation, delay acquisition, delay tracking, residual in-
terference suppression and array processing in PIC receivers was studied in this
chapter. In fading channels the channel estimation filtering is crucial to obtain
good performance. Adaptive channel estimation filters were derived and ana-
lyzed by simulations. Their performance is significantly better than with the
non-adaptive filters. It was also found that the channel estimates needed in MAI
estimation should be fed back from the last receiver stage to all other stages. The
bit error rate simulations showed that the proposed receiver configuration results
in good performance in highly loaded systems.

The PIC method was also applied to delay estimation at the base station re-
ceivers. Based on the mean acquisition time analysis, it can be concluded that
the PIC based acquisition results in significantly shorter acquisition times with
respect to the conventional MF acquisition in most cases. The PIC method was
also shown to improve the tracking performance of the conventional DLLs. It was
observed that the BER is not degraded significantly in the practical HD-PIC re-
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ceivers utilizing PIC based SCCL loops in delay tracking. Hence, the PIC based
timing synchronization is a preferable choice for the PIC receivers.

The blind adaptive receivers derived in Chapter 4 were combined to the PIC
receivers in order to suppress residual interference, e.g., due to other cells. The hy-
brid LMMSE-PIC receiver was shown to give superior performance in comparison
to the plain multistage HD-PIC receivers in the presence of the unknown signal
components. This property is important in multi-cell environment when inter-cell
interference can be significant. The hybrid LMMSE-PIC receiver is therefore seen
very promising for the base station receivers in future CDMA systems.

The PIC receivers were extended to the spatial domain. The PIC based joint
delay-DOA estimator was derived. A PIC receiver with spatial combining was also
presented. No performance analysis was performed, however.



7. Summary and conclusions

Advanced receivers capable of suppressing multiple-access interference in wideband
CDMA systems operating in frequency-selective fading channels were considered
in this thesis. The introductory chapter included a literature review related to
the topic under consideration. In Chapter 2 linear system models were derived
for the purposes of the thesis. As a motivation for the rest of the thesis, some
weak points related to conventional RAKE receivers in future CDMA systems
were pointed out. In particular, the small spreading factors to be used with high
data rate services were shown to create inter-path-interference problem with the
conventional RAKE receivers.

Linear minimum mean squared error receivers for frequency-selective fading
channels were derived in Chapter 3. The postcombining LMMSE receiver performs
first multipath combining and subsequently interference suppression. The order of
multipath combining and interference suppression is the opposite in the precom-
bining LMMSE receivers. The receiver convergence problems caused by channel
fading can be avoided by using the precombining LMMSE receivers. Based on
the developed bit error probability analysis, it was shown that the postcombin-
ing LMMSE receivers potentially have a larger capacity than the precombining
LMMSE receivers. The fading channel analysis also showed that the precombin-
ing LMMSE receivers offer significant performance and capacity improvements in
comparison to the conventional RAKE receivers. The fading channel analysis was
also performed for the FRAMES WCDMA concept. Based on the analysis, it can
be anticipated that the conventional RAKE receivers cannot provide the quality
required for the services specified for the UMTS. The downlink power control and
mixed services with different QoS requirements also cause a severe near-far problem
in the downlink. To support the use of adaptive equalizers in the WCDMA down-
link, the signal structure should be modified, i.e., short scrambling codes should be
used instead of the long ones. The LMMSE receiver principles were also extended
to the spatial domain. It was shown that several alternative combinations of the
spatial-temporal LMMSE receivers are possible.

Adaptive versions of the LMMSE receivers were studied in Chapter 4. The
precombining LMMSE receiver results in separate interference suppression filters
for each RAKE finger, hence it is called the LMMSE-RAKE receiver. Since the
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receiver adaptation is based on the decisions and the channel estimates obtained
from a conventional RAKE receiver, no training sequences are needed. Based on
the convergence studies, the adaptive LMMSE-RAKE receiver can provide signif-
icant improvements in receiver convergence in comparison to other known blind
adaptive receivers using LMS algorithms. If even faster convergence is required,
one possibility is to use blind adaptive LS receivers, which were shown to yield good
performance with relatively short observation intervals for sample-covariance ma-
trix estimation. The general convergence analysis for the postcombining LMMSE
receivers revealed that it is possible to use the postcombining LMMSE receivers
with the highest data rates when the normalized rate of fading is low. It was also
shown that it is possible to train the postcombining LMMSE receiver by using the
decisions of the conventional RAKE receiver.

In Chapter 5, delay estimation in the precombining LMMSE receivers was stud-
ied. The minimum variance method suitable for the blind adaptive LS receivers was
shown to improve the performance of the conventional delay acquisition schemes
in CDMA systems. The BER sensitivity of the precombining LMMSE receivers
to the delay estimation errors showed that the timing requirements to the blind
adaptive receiver can be met with practical delay estimators. The inverse of the
sample-covariance matrix needed in blind adaptive LS receivers was also utilized to
derive an improved delay tracking algorithm. The analysis showed improvements
in comparison to the standard delay-locked loop techniques.

Parallel interference cancellation based multiuser receivers were studied in Chap-
ter 6. Data detection, channel estimation, delay acquisition, delay tracking, other
cell interference suppression and array processing in PIC receivers were consid-
ered. In fading channels, the channel estimation filtering is crucial for obtaining
good performance. Adaptive channel estimation filters were derived and analysed
through simulations. Their performance is significantly better than with the non-
adaptive filters. It was also determined that the channel estimates needed in MAI
estimation should be fed back from the last receiver stage to all other stages. The
bit error rate simulations showed that the proposed receiver configuration results in
good performance in highly loaded systems. The PIC method in delay acquisition
improves the acquisition performance in comparison to the conventional MF based
method in most cases. The PIC method was also shown to improve the tracking
performance of the conventional DLLs. Hence, the PIC based timing synchro-
nization is a preferable choice for the PIC receivers. The blind adaptive receiver
concepts derived in Chapter 4 were combined with the PIC receivers in order to
suppress the residual interference, e.g., due to other cells. The hybrid LMMSE-
PIC receiver was shown to give superior performance in comparison to the plain
multistage PIC receiver in the presence of the unknown signal components. This
property is important in a multi-cell environment when inter-cell interference can
be relatively high. The hybrid LMMSE-PIC receiver is seen as one of the most
promising alternatives for the base station receivers in future CDMA systems. The
PIC receivers were extended to the spatial domain. The PIC based direction-of-
arrival estimator was derived. No performance analysis was performed, however.

The results of this thesis indicate that the WCDMA system without interfer-
ence cancellation or suppression results in significant performance and capacity
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losses, since the performance of the conventional RAKE receivers degrades when
increasing the data rate. Techniques for interference suppression in the downlink
receivers and interference cancellation in the uplink were developed in this the-
sis. Although it is obvious that these techniques could give the expected capacity
and the performance of the UMTS, the present WCDMA proposals in Japan and
Europe support the use of these techniques only in the uplink direction.

At the base station receivers, most of the known interference suppression and
cancellation techniques can be used and the uplink receiver performance can be
improved significantly in comparison to the conventional RAKE receivers. The
possibilities for improved downlink performance and capacity are quite limited.
The present WCDMA proposal supports only the interference cancellation at mo-
bile terminals due to the use of long scrambling codes. Since the data rate is
allowed to vary frame-by-frame, interference may change dramatically for each
frame. This will further complicate interference suppression and cancellation at
mobile terminals since the rate information must be acquired from each user’s data
sequence. Hence, all users’ data must first be demodulated to obtain the tenta-
tive decisions for interference cancellation and then decoded to obtain the rate
information. The so-called blind rate detection schemes could be used also, but
the practical implementations would require matched filters for all possible data
rates for all data channels at the mobile terminals. Interference suppression and
cancellation would be easier to implement if the data rate would change less often
and if the network could provide explicit information of other user’s data rates.

The mixed data rate issues were not addressed in detail in this thesis. In the case
of mixed services, the received signal should be processed in blocks corresponding
to the smallest spreading factor in linear interference suppression schemes. Other-
wise, interference due to users with smaller spreading factor cannot be suppressed.
The PIC based receiver with cancellation prior to matched filtering is well suited
to mixed service systems, since the wideband interference term can be estimated
and cancelled in a similar fashion as in a single data rate system without extra
complexity or difficulty. However, the performance analysis for the conventional
RAKE receivers revealed that the service mix cannot be very extensive, i.e., the
spreading factors should not differ too much to limit the interference level. In
practice, the set of data rates could be a cell specific or a carrier frequency specific
parameter. The limited set of data rates would simplify the implementations of
the blind rate detection schemes.

Interpath interference degrades the performance with small spreading factors
due to correlated diversity branches. One possibility for improved downlink per-
formance is to decorrelate the propagation paths to obtain the maximum diversity
gain. Another possible solution would be to use adaptive channel impulse response
matched filters prior to signal despreading. After such a channel matched filter
the channel caused distortion is compensated and only one correlator is needed
for despreading. Adaptive channel matched filters can also be used in the systems
with long spreading codes and hence they may be applied to WCDMA downlink
terminals.

In order to provide a further proof of the usefulness of the advanced receiver
concepts studied in this thesis, they should be validated in more realistic scenar-
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ios. When studying interference reduction methods, the single-cell environment
can be used to obtain only indicative results. Power control in particular which is
known to be one of the major problems in IS-95 system and will also be one of the
problems in the WCDMA system, requires a multi-cell environment for receiver
algorithm research. This would require hardware demonstrators due to the high
computing power required. Mixed services with power control and channel coding
in multi-cell environment should be studied together with interference suppression
or cancellation based receivers. Unfortunately, the time schedule of the standard-
ization process is extremely tight and there is little opportunity left for serious
hardware trials. It is possible that the UMTS will not comprehensively support
the use of multiuser receiver techniques. Nevertheless, some of the schemes studied
in this thesis can be utilized in the forthcoming UMTS, at least in base station re-
ceivers. Another application area for these receiver techniques is in the unlicenced
ISM (industrial, scientific and medical) band applications. The wireless local loops
(WLL), cordless phones and wireless local area networks (WLAN) are the appli-
cations where they can and will be used to improve the performance, capacity and
reliability of existing systems.
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List of symbols and abbreviations

A diagonal matrix of the received amplitudes of all users over a
data block of Ny symbols (KN x KNp)

A diagonal matrix of the received amplitudes of all users over one
symbol interval (K x K)

Ag received amplitude of the kth user

Ap amplitude of the pilot channel

AE:I) residual amplitude component in the timing error signal at the
nth symbol interval

Aﬁc’f) filtered residual amplitude component

b vector of data symbols of all users over N, symbol intervals

(NyK x 1); vector of data symbols of all users over N, symbol
intervals in uplink receivers (N; KL x 1)

b(") vector of data symbols of all users over one symbol interval (K x
1)

bfg)] windowed data vector ((2D + 1)KL x 1)

bgcn) data symbol of the kth user at the nth symbol interval

B vector of data symbols of all users over N, symbol intervals in
uplink receivers (N, KL x NyKL)

By, DLL loop bandwidth

c vector of the channel coefficients of all users over N, symbol
intervals (N KL x 1)

c(™ vector of the channel coefficients of all users at nth symbol in-
terval (KL x 1)

cgc") vector of the channel coefficients of the kth user at nth symbol

interval (L x 1)

c, rough channel coefficient estimate vector for kth user’s /th path
((Pyr + Pam +1) x 1)
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rough channel estimate vector at the nth symbol interval (KL x
1)

rough channel estimate for the kth user’s I/th path

channel impulse response of the kth user

channel impulse response of the kth user at the ith antenna
channel impulse response of the kth user at the nth symbol in-
terval

channel complex coeffcient of /th multipath component for the
kth user at the nth symbol interval

channel complex coefficient of the kth user’s [th multipath com-
ponent at the ¢th antenna during the nth symbol interval
speed of light

matrix of channel coefficient vectors of all users over IV, symbol
intervals (K LN, x K Np); matrix of channel coefficient vectors of
all users over N symbol intervals in uplink receivers (K LNy x
KLN)

matrix of channel coefficient vectors of all users over NV symbol
intervals at the ith antenna (K LN, x K Np); matrix of channel
coefficient vectors of all users over Ny symbol intervals at the ith
antenna in uplink receivers (K LNy x K LNp)

matrix of channel coefficient vectors of all users at the nth sym-
bol interval (KL x K)

windowed channel coefficient matrix ((2D+1)KLx(2D+1)KL)
matrix of channel coefficient vectors of all users at the nth sym-
bol interval at the ith antenna (KL X K)

multipath combining matrix (K x KL)

channel capacity of the kth user

set of complex numbers

desired response for the kth user at the nth symbol interval
desired response for the kth user’s [th path

desired response for the kth user’s [th path at the nth symbol
interval

product of the spreading code matrix and the channel matrix
for the ith antenna

product of the spreading code matrix and the channel matrix,
components of the kth user’s Ith path are zeros

product of the spreading code matrix and the channel matrix,
only the components of the kth user’s /th path are non-zeros

“half” of the processing window length; maximum delay spread
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in symbol intervals
unit vector pointing to the direction ¢y
error signal in adaptive algorithms for the kth user at the nth

symbol interval

error signal in adaptive algorithms for the kth user’s Ith path at
the nth symbol interval

normalized timing error signal for the kth user’s [th path at the
nth symbol interval

bit energy

transmitted energy of the kth user
carrier frequency

maximum Doppler shift

matrix of the spreading sequence of the kth user’s Ith path over
M symbol intervals (M SG x M)

processing gain
largest processing gain in a mixed data rate system
smallest processing gain in a mixed data rate system

vector consisting of the product of channel coefficients, data sym-
bols and amplitude of all users

MMSE estimate of vector h

summation index; antenna index

identity matrix

identity matrix (L x L)

number of antennas

summation index; index for chips of spreading sequences
cost function (MSE) for the kth user

cost function (MSE) for the kth user’s [th path

MSE for the kth user’s Ith path at the nth symbol interval
MSE for the kth user’s Ith path in steady-state
excess MSE for the kth user’s Ith path at the nth symbol interval

least squares cost function for the kth user’s Ith path

MSE for the kth user’s Ith path with an optimum LMMSE filter
zero-order Bessel function of the first kind

user index

number of active users

propagation path index

postcombining LMMSE detector (SGN, x K Np)
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precombining LMMSE detector (SGNy x K LNy)

number of propagation paths

number of propagation paths for the kth user

processing window size in symbol intervals

length of the extended despreading interval in symbols

noise vector over N symbol intervals (SGN x 1)

noise vector over N, symbols at the ith antenna (SGN, x 1)
noise vector during the nth symbol interval (SG x 1)

matched filter output noise vector over N symbols (K LNy x 1)

matched filter output noise vector at the mth symbol interval
(KL x 1)

noise vector at the nth symbol interval (KL x 1)
discrete symbol interval index

complex envelope of the noise process

complex envelope of the noise process at the ith antenna
noise components in DLLs

observation interval, smoothing delay

number of symbols in a data packet

average level crossing rate

normalization coefficient

relative portion of the information bits in a frame
chip waveform

probability density function of the argument

scrambling code length in WCDMA; number of IC stages in PIC
receivers

probability of detecting the correct code phase
probability of bit error
probability of bit error for the kth user

number of coefficients in the prediction part of the channel esti-
mation filter

probability

number of coefficients in the smoothing part of the channel es-
timation filter

acquisition state generating function

output power of the eigenvector based estimator using noise sub-
space

input signal power

output power for the matched filter estimator
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output power for the MUSIC estimator using noise subspace

output power for the MUSIC estimator using signal plus noise
subspace

output power of the minimum variance estimator

feedback coefficient in the ITR channel estimation filter
“multipath combining” matrix in the BEP analysis
complex envelope of the received continuous-time signal

complex envelope of the received continuous-time signal at the
ith antenna

nth sample of received signal
nth sample of received signal at the ith antenna
received signal vector over N; symbol intervals (SGN, x 1)

received signal vector over IV, symbol intervals at the ¢th antenna
(S GN; p X 1)

received signal vector at the nth symbol interval (SG x 1)

received signal vector at the nth symbol interval at the ¢th an-
tenna (SG x 1)

received signal vector over a processing window of M symbol
intervals (SGM x 1)

received signal vector over a processing window of M symbol
intervals at the nth symbol interval at the ith antenna (SGM x1)

received signal vector over M symbol intervals after MAI can-
cellation (SGM x 1)
correlation matrix over N; symbol intervals (K LN, x K LNy)

elements of correlation matrix (KL x KL)

elements of correlation matrix (L x L)

threshold determining the bad channel state

cross-correlation between users k and k' for their [th and I'th
path

cross-correlation with a trial delay 7y

set of real numbers

sampled signature sequence of the kth user (SG x 1)

sampled signature sequence corresponding to the kth user’s Ith
path in the code matrix S (SGN; x 1)

sampled signature sequence of the kth user’s I[th path over the
receiver processing window of M symbols (SGM x 1)

sampled signature sequence of the pilot channel’s I/th path over
the receiver processing window of M symbols (SGM x 1)
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lower part of the kth user’s spreading sequence
upper part of the kth user’s spreading sequence

multipath combined signature sequence for the kth user over the
receiver processing window of M symbols (SGM x 1)

s-curve slope at the origin
signature waveform of the kth user
chip j of the kth user

scrambling code

Walsh code of the kth user

matrix of the sampled signature waveforms over NV, symbol in-
tervals (SGNy x KLNy)

matrix of the sampled signature waveforms over IV, symbol in-
tervals at the ith antenna (SGN, x K LNy)

matrix of the sampled signature waveforms over IV, symbol inter-
vals, only the components of the kth user’s [th path are non-zeros
(SGN[, X KLN[,)

matrix of the sampled signature waveforms over IV, symbol in-
tervals, the components of the kth user’s [th path are zeros

(SGN[, X KLN[,)

matrix of the sampled signature waveforms over one symbol in-
terval (SGN, x KL)

matrix of the samples of signature waveforms (SG x KL)
windowed spreading code matrix ((D + 1)SG x (2D + 1)K L)

windowed spreading code matrix containing only the kth user’s
Ith path components ((D + 1)SG x (2D + 1)K L)

windowed spreading code matrix, the components of the kth
user’s Ith path are zeros ((D + 1)SG x (2D + 1)K L)

number of samples per chip

continuous-time index

convergence time

average convergence time

average fade duration

length of a symbol period

delay spread

length of a chip period

channel coherence time

false alarm penalty time

sample interval
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estimator observation interval in symbols

mean acquisition time

ith eigenvector

column matrix of eigenvectors (SGM x SGM)

FIR channel estimation filter coefficients ((Ppr + Psm + 1) x 1)
FIR channel estimation filter coefficients for the kth user Ith
path ((Ppr + Psm + 1) x 1)

feedforward coeflicient in IIR channel estimation filter

adaptive receiver filter coeflicients at the nth symbol interval for
the kth user

receiver filter coefficients for the kth user’s Ith path

adaptive receiver filter coeflicients at the nth symbol interval for
the kth user’s lth path

optimum MOE receiver filter coefficients for the kth user’s Ith
path

optimum LMMSE receiver filter coefficients for the kth user’s
Ith path

jth coefficient of adaptive receiver filter for the kth user’s Ith
path at the nth symbol interval

residual interference suppression filter coefficients at the pth
stage of the PIC receiver for the kth user’s /th path

averaging interval

adaptive filter component of the kth user’s Ith path at the nth
symbol interval

vector of matched filter outputs of all users over N, symbol in-
tervals (Ny KL x 1)

vector of matched filter outputs for the kth user’s [th path (other
user components are zeros) (K LN, x 1)

vector of matched filter outputs of all users at the nth symbol
interval (KL x 1)

vector of matched filter outputs for the kth user’s /th path (other
user components are zeros) at the nth symbol interval (KL x 1)

output vector of the postcombining LMMSE receiver

output vector of the precombining LMMSE receiver

PIC output vector at the nth symbol interval (KL x 1)

adaptive filter output of the kth user at the nth symbol interval

adaptive filter or matched filter output of the kth user’s lth
multipath component at the nth symbol interval
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matched filter output of the kth user’s Ith multipath component
at the nth symbol interval with a trial delay 7y

PIC output for the kth user’s Ith component at nth symbol
interval

spatially combined matched filter output for all users over IV,
symbol intervals (K LNy x 1)

spatially combined matched filter output for the kth user’s Ith
path (other user components are zeros) over N, symbol intervals
(KLN, x 1)

spatially combined matched filter output for the kth user’s [th
path (other user components are zeros) at the nth symbol inter-
val (KL x 1)

spatially combined matched filter output for the kth user’s Ith
path at the nth symbol interval

unit delay operator

decision variable for the kth user’s nth symbol
zero matrix (L x L)

vector of all ones (L x 1)

recursive channel estimation filter weight
Kronecker delta function

Dirac’s delta function

half of the early-late difference
time-discretized trial delay

delay error of the kth user’s [th path

rough timing error signal for the kth user’s Ith path

filtered timing error signal for the kth user’s Ith path
Lagrange multiplier

direction-of-arrival for the kth user’s [th path

direction vector of all users (KL x 1)

direction vectors of the kth user (L x 1)

steering vector at the ith antenna (KL x 1)

matrix of steering vectors at the ith antenna (KL x K)
matrix of steering vectors (K. LN, x KNp)

channel autocorrelation (autocovariance) function
forgetting factor

filter tap weight error covariance at the nth symbol interval
carrier wavelength

ith eigenvalue
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maximum eigenvalue

log-likelihood function

diagonal matrix of eigenvalues (SGM x SGM)
step-size parameter in LMS algorithms

step-size parameter for the kth user’s lth path
vector of decision variable elements (2L x 1)
gradient for the kth user’s lth path

modulation symbol alphabet

constant modulus

input matrix for the channel estimator ((Pp, + Psm + 1) X KL)
MAT vector over N; symbol intervals (K LN}, x 1)
MALI vector at the nth symbol interval (KL x 1)
MATI vector at the pth stage in a multistage receiver

MATI estimate vector for the sampled signal #(™) for the kth user’s
lth path (SGM x 1)

MALI for the kth user’s [th path
MALI for the kth user’s [th path with a trial delay 7y

multiple-access interference estimate
multiple-access interference vector for the kth user’s Ith path
(other components are zeros) (K LN x 1)

multiple-access interference vector for the kth user’s I[th path
(other components are zeros) at the nth symbol interval (K Lx1)

multiple-access interference term for the kth user’s Ith path at
the nth symbol interval

spatially combined multiple-access interference vector for all users
(KLNy x 1)

spatially combined multiple-access interference vector for the kth
user’s [th path (other components are zeros) (KLNp x 1)

spatially combined multiple-access interference vector for the kth
user’s [th path (other components are zeros) at the nth symbol
interval (KL x 1)

spatially combined multiple-access interference term for the kth
user’s [th path at the nth symbol interval

two-sided power spectral density of noise process
reference signal power
covariance matrix of vector a

channel covariance matrix
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cross-correlation between a and b

cross-correlation between r and d with imperfect reference signal
delay of the kth user transmitted signal

delay of the kth user’s [th multipath component

delay of the kth user’s I[th multipath component at the ith an-
tenna

maximum delay difference between multipath components
trial delay value for the kth user’s [th path

a vector of all user’s delays (KL x 1)

squaring loss

position vector of the ¢th antenna with respect to some arbitrary
reference point

branch switching threshold for the kth user’s [th path

analog-to-digital

automatic gain control
automatic repeat request
additive white Gaussian noise
analytical bit error probability
bit error rate

binary phase shift keying
code-division multiple-access
constant modulus

data-aided

decision-directed

dynamic integrate-and-dump
delay-locked loop
direction-of-arrival
direct-sequence

equal gain combining
expectation maximization
European Telecommunications Standards Insitute
eigenvector

frequency-division duplex
frequency-division multiple-access
frequency hopping

finite impulse response
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FRAMES
FSE
GSC
GSM
HD

IC

IIR
ICI

IPI

ISI
ISM
IS-95
ITU
1&D
LEO
LF
LMMSE
LMS
LS

MA
MAI
MC
MF
ML
MLSD
MMSE
MOE
MPSK
MRC
MSE
MST
MTLL
MUD
MUSIC
MV
NCO
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FRAMES multiple access mode 2
Future Radio Wideband Multiple Access Systems
fractionally spaced equalizer
generalized sidelobe canceller

Global System for Mobile Communications
hard decision

interference cancellation

infinite impulse response

inter-channel interference

inter-path interference

inter-symbol interference

industrial, scientific and medical
Interim Standard 95

International Telecommunication Union
integrate-and-dump

low earth orbit

loop filter

linear minimum mean squared error
least mean squares

least squares

moving average

multiple-access interference

multicode

matched filter

maximum likelihood

maximum likelihood sequence detection
minimum mean squared error
minimum output energy

M-ary phase shift keying

maximal ratio combining

mean squared error
multiuser-spatial-temporal
mean-time-to-lose-lock

multiuser demodulation

multiple signal classification

minimum variance

numerically controlled oscillator



NFB
NLMS
ODMA
OFDM
PIC
PLL
PN
PSK
QC-DLL
QoS
QPSK
RF
RLS
RMS
RMSE
SAGE
SCCL
SIC

SD
SINR
SMG2
SMT
SNR
SS
STM
TDD
TDMA
TMS
UMTS
US
UTRA
VSF
WLAN
WLL
WSS
WSSUS
WCDMA
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near-far problem

normalized LMS

opportunity driven multiple-access
orthogonal frequency-division multiplex
parallel interference cancellation
phase-locked loop

pseudo-random noise

phase shift keying

quasi-coherent delay-locked loop
quality-of-service

quatenary phase shift keying

radio frequency

recursive least squares

root mean squared

root mean squared error

space alternating generalized expectation maximization
sample-correlate-choose-largest
successive (or serial) interference cancellation
soft decision
signal-to-interference-plus-noise ratio
Special Mobile Group 2
spatial-multiuser-temporal
signal-to-noise ratio

spread-spectrum
spatial-temporal-multiuser
time-division duplex

time-division multiple-access
temporal-multiuser-spatial

Universal Mobile Telephone System
uncorrelated scattering

ETSI UMTS Terrestrial Radio Access
variable spreading factor

wireless local area network

wireless local loop

wide-sense stationary

wide-sense stationary uncorrelated scattering
wideband code-division multiple-access
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AT
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Q()
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std(-)
var(-)
tr(A)
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convolution

complex conjugation

maximal ratio combining applied to the argument
maximum of the argument

minimum of the argument

value at the nth symbol interval

hard decision parallel interference cancellation

combined parallel interference cancellation and LMMSE receiver

estimate of the argument

a vector over the receiver processing window
argument

conjugate transpose of A

inverse of A

transpose of A

diagonal matrix with elements - - - on main diagonal
expectation

Lagrangian

maximum

minimum

normalized and scaled Gaussian complementary error function
real part

signum function

standard deviation

variance

trace of A

magnitude, absolute value

Euclidean norm

Frobenius norm

largest integer less than or equal to z

smallest integer larger than or equal to z

nth element of vector z

element at the ith row and jth column of matrix A
gradient vector with respect to x

inner product

Kronecker product (Z =X®Y,i.e., all components of the ma-
trix X are multiplied by the matrix Y)
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Schur product (Z =XQ@Y, ie., all components of the matrix
X are multiplied by the components of matrix Y elementwise )
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Different forms of LMMSE estimators

It is well known [175, p. 391] that for a general discrete linear system described by
r=HO + n, (A2.1)

CN><1 CNXP

where r € is input data vector, H € is the linear system generating
matrix, ® € CP*! is an unknown random parameter vector with zero mean and
covariance g, and n € CV*! is a zero mean complex Gaussian noise vector with
covariance ¢2I, the LMMSE estimator for ® can be written as

A~

-1
6 = E@HH(HE@HH+J2I) r

= (2;31 + HHH/O'Z) THY /o2

-1
(B"H +0’55') Hr. (A2.2)

The estimator consists of three components: matched filtering (H"r), correlation
matrix for the matched filter (H*H) and matched filter output noise-to- “signal”
term (02X g'). Depending on the receiver construction, each of these three com-
ponents can vary. For the postcombining LMMSE receiver, H = SCA and the
resulting LMMSE estimator for bits (® = b) is

L = SCA(ACURCA +4°I) ' €QSONxKNy (A2.3)

since ¥y = E[be] = I. In the case of the precombining LMMSE receiver, H = S
and the LMMSE estimator for channel coefficient data product (® = CAb=h)
becomes

M =S (R+0°%;') " € RSGNKLN: (A2.4)

since

Il

E[CAb(CADb)Y]

diag [A% (E[|Cl’1 |2], . ,E[|017L|2]), ceey A%{ (E[|CK’1|2], ceey E[|CK’L|2])]
= >N (A2.5)

Ycab
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Impact of the imperfect channel estimates on the
precombining LMMSE receiver adaptation

Assuming that the radio channel is estimated by using an unmodulated pilot chan-
nel (the pilot code will be denoted by §, and the pilot channel has power Af,) and
a moving average smoother of length 2/V + 1, the channel estimate can be written

as
N

A(n 1 T —(n—i
cgc’l) = ON 1 Z s;f’lr(" 9, (A3.1)

i=—

To simplify notations, it will be first assumed that the receiver processing window
is equal to one symbol interval (M = 1) and the number of propagation paths
is one (cxy =ck, Sk, =8k, Sp1 =5p). The received vector during the nth symbol
interval in a synchronous downlink channel for user £ = 1 can be written as

K
£ = (M <A1§1b§") +AE Y Akgkb,(c")> +a™. (A3.2)
k=2

The cross-correlation between the received signal and imperfect reference is ana-
lyzed by assuming perfect knowledge of data bits and using the channel estimator
of (A3.1). The transposed complex conjugate of the cross-correlation has the form

=1 = E[d™F™)]
= BV )]

(n) 1 > =To(n—i)<H(p)
= E[b1 2N 1'2 §,T r "]

+ i=—N
1 g
= Nl sTE [ D5, (A3.3)

The expectation can be expanded as



APPENDIX 3/2

B[ )5 (™)]

K
o (e&"“ (Alglbi"“ +AS+ Y Am@i"”) + ﬁ("1)>

k=2

K
: (cl(") <A1§Tb1(") + 4,87 + ZA@}{b,f"’) + ﬁH(n)ﬂ

k=2

=E

=E

K
p{™ el () (Alglbg"") (Alngbl‘") +AET+ > Ak§;fbk(")>
k=2
* K *
+A,5, (AlélTbl(") +AEE+ > Akggb,f"))
k=2

K K
+ 3 Al (Alngbl(”) + AT+ Y Akg;gbk(n)> )]

k=2 k=2
_ E [bgn) D enm g 5, pn ) Alé?bl("’} (=0)

O IGO A OAsT]  (— o)

) K
+E |6l Ve, ™ 41516070 S Akgzbk(")] (= 0)
L k=2

+E bg”)c§"‘i)c1(")ApgpAlg"{bl(”)] (= 2)

+E [0l e, Ays, 4,57 | (=0)

) K
+E |6 Ve, M 4,5, 3 Aké;fbk(")] (=0)
L k=2
[ ok K . *
+B |6l Ve, ™ 3 Akgkbg"’)Alg"fbl(")] (= 0)
L k=2
- & |
+E (67" e, ™ 3" Agsbl Y 4,57
L k=2
[ ok K . K *
+E 07" e, ™ 3 Al S Akgzbk(")] (=0)
L k=2 k=2
= 1+ 29, (A34)

where
21 = AAE[ Ve, ™ EMb]5,5T
0 i#0

= ’ Ly X A3.5
{AlA,,E[cg" Ve, (M]s18T, i =0, (A33)
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and
o = AlApE[an_i)C:(n)]gpgrlr. (A36)

Finally, the cross-correlation term in the case of estimated channel can be expressed
as

E?d = p 2N_|_ 1 Z ("—i)cl(n)] (5 =T +E[b(")b(" z)]§ —T)

A1 A, al T -
= m Z <P1(Z)Sl +SO]_(0)SPS]_SP

i=—N
N
% (1221\{ <p1(z')§1T) , (A3.7)

assuming that the pilot code and the user codes have relatively low cross-correlations

with zero delay, i.e., 5551 << 1 and/or the channel is slowly fading such that

N >> 1. In (A3.7), ¢1(d) = E[cgn)ci(nﬂ)] is the channel autocorrelation coeffi-
cient for delay of ¢ symbols (see Section 2.2). The result is also valid in multipath
channels assuming that there is no correlation between multipath components,
ie., E[cgn)c:("“)] = 0,VI # I'. With larger processing windows (M > 1), the
consecutive data symbols do not correlate and the result is valid in that case as
well.
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System and channel models for multisensor
receivers

The received signal at the ith reception point for a system with K users and L
propagation paths can be written as [143]

Ny—1 K L

rit) = 3 3N ARVl skt — 0T — 7 13) + na(), (A4.1)

n=0 k=1I=1

where N, is the number of received symbols, K is the number of users, Ay =
v/ Ex/T, Ey/T is the energy per symbol, b;") is the nth transmitted data symbol,
sk(t) is the kth user’s signature sequence of length G chips per data symbol, T

denotes the symbol interval, n;(t) is a complex zero mean additive white Gaussian

noise process with two-sided power spectral density o2 cgc l) is the complex atten-

uation factor of the kth user’s lth path and 74, is the propagatlon delay at the
tth reception point. The received signal is time-discretized by anti-alias filtering
sG

and sampling r;(t) at the rate T; ' = 5%, where S is the number of samples per

chip. The received discrete-time signal over a data block of N}, symbols is
where the vectors and matrices are formed as in the single-antenna case:

T T
[r, o (er)]T € OSGNs,

r, = IERRRS )

T
" = [1(T5 (nSG + 1)),...,74(Ts (n+ 1)S@)] € €59,
S, — [SE ),_” S(Nb—l)] € RSGNyxKLN,

Sgn) _ [Sgnl)l, . gnz - SEKT})L 1] € RSGNo XKL,
n T SGN
S;c l)’L = I:O(’ILSG-‘,-T]:‘],i)Xl’ Sk ) O((Nb—’n—l)SG—Tk,{’i)Xl] € ]R b)

sk = [s(T5), - ., (T, SG)] " € R5C
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Ci = diag[C”,...,C{M™ V] g CKENs X KN,
Cl™ = diag[el™, ..., c@)] € CKLXK,

et = [eidi- et e e,

A = diag[A(O), .. ,’A(Nb—l)] c RKNbeN,,,
Aln) — diag[Al,...,AK] c IRKXK,
b= [bT(O),___,bT(Nbfl)]T € 5KMNo.

b™ = [6{”,..., 6] € EX,
n’L 6 CSGNI,.

The channel impulse response for the kth user’ s ¢th sensor can be written as
[144]

Ly
cri(t) = 3 e H@DEI 51— (1 — ek, (e(dra), &))),  (A4.3)
=1

where Ly is the number of propagation paths (assumed to be the same for all
users for simplicity; Ly = L, V&), cg‘:‘l) is the complex attenuation factor of the kth
user’s Ith path, 74 ;; is the propagation delay for the ¢th sensor, ¢; is the position
vector of the ¢th sensor with respect to some arbitrarily chosen reference point,
Clight is the speed of light, A is the wavelength of the carrier, e(¢y,) is a unit
vector pointing to direction ¢y ; (direction-of-arrival), and (-, -) indicates the inner
product.

Assuming that the receiver sensors are within an area of a few wavelengths,
the propagation delay over the receiver sensors can be neglected with the carrier
frequencies and chip rates of the 3rd generation mobile phone systems, i.e., 73 ;; =
Th,1, and cl_l.glht (e(br,1),&) = 0. Hence, the fading processes are the same at every
antenna; only the phase of the received signal is different and it depends on the
direction-of-arrival. Assuming also that the number of propagation paths is the
same for all users, the channel impulse response can be written as

L
ck,i(t) = Z cgc'fl) ej2”>‘71(e(¢"")’51'>6(t — Tk 1) (A4.4)
1=1

The channel matrix for the ith sensor consist of two components
C; =C0o &; c CKINixENy (A4.5)
where C is the channel matrix defined in (2.13), ® is the Schur product! and

. ~ 1 3 . T .
b, = dlag((bi) ® Iy, with ¢, = d1ag(¢1,...,¢K), o), = [¢k,1,---,¢k,L] is the
matrix of the direction vectors

o, = [ejm—1<e(¢1,1),5i>, - _,ejzvrr1<e(¢x,L),&i>]T c CKL. (A4.6)

1Z =X OY €C**Y, ie., all components of the matrix X € C**¥ are multiplied elementwise
by the matrix Y € C**V.
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Derivation of the PIC based joint DOA and delay
estimator

Let us start by modifying the linear model in the following manner:

where D; contains both the spatial and temporal information. By using similar
notations as in Section 6.2 the following definition will be used: D; = (Dy ., +
]_)M,,-), where Dy, ;; contains only the elements for kth user’s /th path and ]_)k,l’,-
is a complement for that. The joint maximum likelihood estimator for delays and
direction-of-arrivals is derived in the sequel by assuming that the data and the
channel coefficients are known. The ML estimator for a receiver with I sensors
can be written as

{Z ||rs — Dib||2} . (A5.2)

[ T ] = arg min
¢ ¢ i

k]

In the PIC based estimators, this is solved separately for each user and path
assuming the other user and path parameters known, i.e.,

N I
[ :z-::; :| = arg min {Z ||I'Z — (Dk,l,i + Dk,l’i)b||2} (A5.3)
) =1

Th,1:Pk,1
I
= arg min r; — Dy;b||?
ng,h¢k,l {; || ! kbt ||
I
—2Re {ZbHDgu(ri - Dk,,,ib)}} :
=1

This can also be expressed as

N I

Tk,l . HpH

" = arg min —2Re E b"D7; .r;
[ Okl ] & ¢ { { kil l}

Tk, 1Pk, L Pt
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I

— 2Re {Zbe)Ik-:I,l,z(rl — Dk,l,ib)}}

i=1
I
= arg min {—2Re {Z bH (DE, ;r; + D v, — DY, ka,l,ib) }}
Th, 1Pk 1 P ” ” ”

I
= arngIIlléglfl{Re{ZbH((Dklz klz) Dkzszlzb)}}

I
= arg max {Re {Z bt (Dglﬂ.ri - ]_)Zl’l’kaylﬂ-b) }} , (A5.4)

Thk,l:Pk,1 i—1

which can be also written as

N I
[ Thil ] = arg max {Req> b" DI,;I”rZ-—(D?—DE”)Dk,l,ib)
Ok, Tk, 1Pk, 1 Pl " "

Th 11Dk, 1
7¢ 11

I
Z piCH (Yk,l,i - ‘I’k,l,i) }}
=1

= arg max {Re {bHCH (YkJ — \ilk’l) }} , (A5.5)

Tk, 1>k, 1

arg max
Tk, 1Pk, 1

= arg max {Re {Z bH C?Yk,l,i — (D' Dy i — I)b) }}

Where Yk7l = Z’{:l QI];I,l,iyk,l,i = [Y,E:(’)l),...,YI(c]’\l[b_l)]T S CKLNb Wlth YI(CT,LI) =
[0, ..., 0, Yk(’rlb),O, .. .,0] € CXZL is the spatially combined matched filter output
vector for the kth user’s Ith path with Yk(";) > ¢k“yk l)l The interfer-
ence vector for the kth user’s Ith path is ¥y, = (Z D, (")Dsc"l)z -I)b =

[F), ..., BT € €XN with (Y = [o,...,0, \If;"l),o .,0] € CXL. Equa-
tion (A5. 5) reduces to

[ g:’i ] = arg max < Re Z Z{ *(J)B*(J) I:yl(c]l)l(’rklaqsk,l)

Tt Pt j=m—-T+1 =1
- ‘i’i’,?,i(?k,z,ék,z)]}}- (A5.6)

for each user and path in joint delay and direction-of-arrival estimators having an
observation interval 7. The joint estimation problem can be decoupled by assum-
ing the delays known when estimating the direction-of-arrivals and vice versa.



