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Abstract

High computational complexity constrains truly exhaustive computer searches for good space-time
(ST) coded modulations mostly to low constraint length space-time trellis codes (STTrCs). Such
codes are primarily devised to achieve maximum transmit diversity gain. Due to their low memory
order, optimization based on the design criterion of secondary importance typically results in rather
modest coding gains. As another disadvantage of limited freedom, the different low memory order
STTrCs are almost exclusively constructed for either slow or fast fading channels. Therefore in
practical applications characterized by extremely variable Doppler frequencies, the codes typically
fail to demonstrate desired robustness. On the other hand, the main drawback of eventually increased
constraint lengths is the prohibitively large decoding complexity, which may increase exponentially
if optimal maximum-likelihood decoding (MLD) is applied at the receiver. Therefore, robust ST
coded modulation schemes with large equivalent memory orders structured as to allow sub-optimal,
low complexity, iterative decoding are needed.

To address the aforementioned issues, this thesis proposes parallel concatenated space-time turbo
coded modulation (STTuCM). It is among the earliest multiple-input multiple-output (MIMO) coded
modulation designs built on the intersection of ST coding and turbo coding. The systematic procedure
for building an equivalent recursive STTrC (Rec-STTrC) based on the trellis diagram of an arbitrary
non-recursive STTrC is first introduced. The parallel concatenation of punctured constituent Rec-
STTrCs designed upon the non-recursive Tarokh et al. STTrCs (Tarokh-STTrCs) is evaluated under
different narrow-band frequency flat block fading channels. Combined with novel transceiver
designs, the applications for future wide-band code division multiple access (WCDMA) and
orthogonal frequency division multiplexing (OFDM) based broadband radio communication systems
are considered. The distance spectrum (DS) interpretation of the STTuCM and union bound (UB)
performance analysis over slow and fast fading channels reveal the importance of multiplicities in the
ST coding design. The modified design criteria for space-time codes (STCs) are introduced that
capture the joint effects of error coefficients and multiplicities in the two dimensional DS of a code.
Applied to STTuCM, such DS optimization resulted in a new set of constituent codes (CCs) for
improved and robust performance over both slow and fast fading channels. A recursive systematic
form with a primitive equivalent feedback polynomial is assumed for CCs to assure good
convergence in iterative decoding. To justify such assumptions, the iterative decoding convergence
analysis based on the Gaussian approximation of the extrinsic information is performed. The DS
interpretation, introduced with respect to an arbitrary defined effective Hamming distance (EHD) and
effective product distance (EPD), is applicable to the general class of geometrically non-uniform
(GNU) CCs. With no constrains on the implemented information interleaving, the STTuCM
constructed from newly designed CCs achieves full spatial diversity over quasi-static fading
channels, the condition commonly identified as the most restrictive for robust performance over a
variety of Doppler spreads. Finally, the impact of bit-wise and symbol-wise information interleaving
on the performance of STTuCM is studied.

Keywords: code optimization, convergence analysis, distance spectrum, OFDM, space-
time coding, turbo coding, union bound, WCDMA
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1 Introduction

“A cheap and simple device, which might be carried in one’s pocket
may then be set up anywhere on sea or land, and it will record the
world’s news or such special messages as may be intended for it. Thus
the earth will be converted into a huge brain . . . the system will have a
virtually infinite working capacity and immensely facilitate and cheapen
the transmission of intelligence.”

— Nikola Tesla, 1904.

The radio age began just over 100 years ago with the invention of Nikola Tesla’s
coils and is now set for continued rapid growth as we witness the dawn of a new
millennium. The ambition of wireless personal communications is to allow users to
communicate reliably and cost effectively in any form, at any time regardless of their
location or mobility. A wireless system designer is faced with a number of challenges
in achieving such goals. The hostile radio propagation environment and impeded
in-building penetration are the major obstacles. Other challenges include the lim-
ited battery storage of portable units and the scarce and expensive spectrum whose
aggressive deployment causes inevitable co-channel interference (CCI). Cellular op-
erators’ appetite for increased revenue has pushed demands for greater coverage,
increased system capacity, less infrastructure and lower operating costs. A number
of different technologies have been exploited in existing systems to meet such di-
verse requirements. These include advanced multiple-access techniques such as slow
frequency-hopped time-division multiple-access (TDMA), code-division multiple ac-
cess (CDMA), and different duplexing schemes such as time-division duplex (TDD)
and frequency-division duplex (FDD). Sophisticated signal processing techniques
like source coding, bandwidth efficient signalling methods including error-control
coding and modulation, diversity methods, adaptive equalization etc., have been
vital for the success of existing cellular systems.

Successful business models have always relied on developing the services that
satisfy early identified, fundamental user requirements. Although being a long
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away from the envisioned true transfer of intelligence, the expanded range of differ-
ent interactive services like e-mail, multimedia messaging, Internet browsing, video
conferencing, audio and video streaming, e-commerce and wireless positioning are
identified as key requirements for future wireless systems. Such services face a lim-
ited future unless reliable and fast transmission of information over the air with
data rates of several hundreds of Megabits per second (Mbps) is enabled. The lack
of availability for spectral expansion that is traditionally needed for higher data
rates and wireless system capacities motivated vast interest in spectral efficiency
where the spatial domain seems to remain the final frontier for improvement. In-
spiring the recent renaissance in spatial and temporal signal processing, the latest
results in information theory supported by extensive field measurement campaigns
have demonstrated the potentially large capacity increase for certain multiple-input
multiple-output (MIMO) wireless channels. As an eventual evolution of space-time
(ST) processing techniques, ST coding is a signalling method intended to approach
the MIMO channel capacity limits by simultaneously encorrelating signals across
spatial and temporal domains. The topic of this thesis is the design and analysis
of advanced ST signalling methods and transceiver algorithms for MIMO wireless
channels with applications for evolving broadband radio communication standards.

1.1 Space-time in radio communications

Ever since the dawn of information theory [1], capacity has been a principal metric
to evaluate a communication system. Several definitions of capacity exist. The link,
user, or channel capacity is referred to as the highest data rate at which reliable
communication is possible between a transmitter and a receiver. At the same time,
system capacity is commonly used to indicate the total system throughput, i.e.,
the sum of all user data rates, within a cell or a sector. The system capacity can
also be expressed in terms of area capacity simply by normalizing by the cell size.
Furthermore, spectral efficiency, defined as the capacity per unit bandwidth, has
become another key metric by which communication systems are measured.

The propagation of radio signals through a physical channel is subjected to free-
space propagation loss (path loss) and fluctuations in signal level called fading
[2, 3, 4]. Fading includes long-term and short-term variations. Long-term varia-
tions are caused by shadowing effects due to energy absorbing objects along the
propagation path. The short-term varying fading corresponds to rapid fluctuations
of the received signal caused by relative movements of a transmitter or a receiver
with respect to surrounding scatterers. Propagating through the radio channel, a
signal arrives at the destination along a number of different paths, referred to as
multipaths arising from scattering, reflection, and diffraction of the radiated energy
against the propagation environment. The multipath propagation results in spread-
ing of the signal in three different dimensions — delay (or time) spread, Doppler
(or frequency) spread, and angular spread. Spread in the delay domain appears in
frequency selective channels and causes inter-symbol interference (ISI) at a receiver.
A frequency selective channel can be characterized by the coherence bandwidth, the
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maximum frequency separation for which the frequency-domain channel responses
at two separate frequencies remain strongly correlated. Relative motion between the
transmitter and receiver causes the Doppler spread, i.e., a pure tone is spread over a
finite frequency band. Approximately inversely proportional to the Doppler spread,
the coherence time represents a time separation for which the channel impulse re-
sponses at two time instances remain strongly correlated. Angular spread is caused
by a spatially-selective channel and refers to the distribution of angle-of-arrival
(AOA) of the multipaths at the receiver, and the angle-of-departure (AOD) at the
transmitter. A spatially-selective channel is characterized by the coherence distance.
Inversely proportional to angular spread and normalized by the carrier wavelength
it determines the maximum spatial separation for which the channel responses at
two antennas remain strongly correlated. For more profound insight on the radio
propagation aspects and statistical modelling of multidimensional fading channels
the reader is referred to [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18].

1.1.1 Diversity

Diversity in general refers to sending multiple copies of the same transmitted signal
through possibly independent fading channels increasing the probability that at
least one signal will arrive at the receiver without severe deterioration. Different
diversity methods include temporal, frequency, and antenna diversity.

Temporal diversity is typically obtained by the combination of error-control cod-
ing (also known as channel coding) and channel interleaving. Coding adds redun-
dancy to information data and introduces correlation between symbols in the output
code-word. If the transmission time interval between two consecutive symbols in the
code-word after interleaving becomes larger than the coherence time of the chan-
nel, the transmitted symbols will fade independently, and combined with decoding,
information can be reliably recovered. Frequency diversity can be exploited if the
signal bandwidth spans multiple coherence bandwidths of the channel. In single-
carrier (SC) systems, frequency diversity may be achieved in a number of different
ways. Slow frequency-hopping is proposed for the Global system for mobile com-
munications (GSM). The Viterbi and adaptive equalizer achieve the same effect
for general TDMA and CDMA type systems while a RAKE multipath combiner
is commonly used in CDMA type systems. In systems with multi-carrier (MC)
modulation such as orthogonal frequency division multiplexing (OFDM) and MC-
CDMA, the combination of channel coding and interleaving across independently
faded sub-carriers achieves the same effect as temporal diversity.

Antenna diversity includes spatial, polarization, and angular diversity. An an-
tenna array is defined as a group of spatially distributed antennas. For spatial
diversity, antennas in the array need to be separated by more than the coherence
distance to obtain a low fading correlation (correlation factor 0.7 or lower). With the
mobile station (MS) generally placed low below rooftops and surrounded by scatter-
ers, the angular spread is typically uniformly distributed and a quarter-wavelength
spacing of antennas is sufficient. This also holds for base stations (BSs) in indoor



16

and microcell environments where antennas are usually mounted at the same hight
as the surrounding objects. For outdoor and macrocell environments, BSs are typi-
cally deployed in isolated spots high above rooftops. Therefore, the angular spread
may be only a few degrees in rural areas and somewhat higher in urban areas. A
horizontal separation of 10–20 wavelengths between antenna elements is commonly
needed to secure low spatial correlation. Due to the different size, weight, and
power constraint, spatial diversity is more suitable for BSs than for an MS and
as such have been commercially used for many years in conjunction with selection
combining, maximum ratio combing, or equal gain combining as a receive diver-
sity method in the up-link. Knowledge of the complex channel phase (equal gain
combining) and/or amplitude (maximum ratio combining/selection combining) is
typically needed to utilize receive diversity.

Transmit diversity has recently attracted considerable attention as a cost effec-
tive way to employ spatial diversity in the downlink of cellular systems. Transmit
diversity methods can be characterized as either closed loop or open loop depending
on whether the transmitter is provided with some prior knowledge of the channel.
Polarization diversity uses the horizontal and vertical polarization of electromag-
netic waves to theoretically double the antenna diversity order without the need
for adding new antenna elements [19]. In practice, polarization diversity is better
suited for indoor and microcell environments since for high BS antennas, the hor-
izontal polarization can be typically 6–8 dB weaker than the vertical polarization
resulting in reduced effective diversity gain. Angular diversity as a spatial filtering
related method will be addressed in the following subsection.

1.1.2 Spatial filtering

Spatial filtering or beamforming can be applied to benefit from the angular spread
and commonly different spatial signatures of the desired and interfering signals.
Spatial filtering is achieved by the complex coefficient weighting and combining
of signals induced on different spatially correlated antennas to form a single out-
put of an array. For the given set of complex antenna weights, the direction in
which the array has the maximum gain is typically called the beam pointing direc-
tion. The main advantage of applying beamforming in reception comes from the
reduced CCI (filtering the desired from interfering users), ISI suppression (nulling
the delayed signals arriving from directions other than the strongest one), and
angular diversity (forming multiple beams and coherently combining the spatially
filtered multipath components from different dominant scatterers). Similarly, in
transmission, the energy can be spatially steered towards the desired user while
minimizing the interference towards other users and the spatial pre-equalization
can be applied so that signals coherently combine without ISI at a MS. Angular
diversity gain becomes rather limited in the case of small angular spread where ad-
jacent beams typically have received signal levels more than 10 dB weaker than the
strongest beam. For accurate spatial filtering in reception and transmission, AOA
and AOD estimation are required respectively for calculating the set of complex



17

antenna weights. Therefore, transmit beamforming inherently falls into the group
of closed loop transmission schemes. In reciprocal channels, where AOA and AOD
coincide, the estimated weights during the reception period are reused during the
transmission period. A TDD system with a duplexing period smaller than the co-
herence time is a typical example where channel reciprocity holds. In nonreciprocal
channels, a feedback channel is required for calculating optimal antenna weights for
transmission. Furthermore, the antenna weights can be either fixed or calculated
in an adaptive fashion according to some optimization criterion, i.e., maximization
of the signal-to-interference-plus-noise-ratio (SINR).

Adaptive beamforming and AOA (AOD) estimation are commonly regarded as
traditional array or space-only processing techniques. Temporal or time-only pro-
cessing techniques employ adaptive equalizers to offer time domain CCI suppression
and reduced ISI by complex coefficient weighting and combining of the temporally
sampled signals. Space-time processing or smart antenna technology is loosely de-
fined as any combination of space-only and time-only processing. It allows the
advantages to be simultaneously exploited in both dimensions improving the dif-
ferent aspects in the performance of a radio communication system including sys-
tem capacity, coverage, reduction in hand-off rate, quality of service in terms of
throughput and probability of outage etc. For a comprehensive overview of the ST
processing area see [5, 20, 21, 22, 23, 24, 25, 26, 27, 11, 28, 29, 30, 31]. As for
the system capacity, a two-fold increase by employing ST processing is possible;
an indirect increase through increase in the link capacity and a direct increase by
allowing users in a given cell to share the same time/frequency and code resources
based of their physical location or spatial separation. The latter benefit known as
spatial-division multiple-access (SDMA) has attracted considerable attention in the
recent past as it can be further coupled with any of the existing multiple-access
methods [32, 33, 34, 11, 35].

1.2 MIMO channel capacity

In this thesis, the main focus is on the application of ST processing for improved link
capacity. Therefore the following subsections briefly review the ultimate channel
capacity limits of multiple-input multiple-output (MIMO) wireless channels that
arise in general when antenna arrays are used at both sides of a wireless link.

1.2.1 Capacity expressions

Let us first assume an isolated single-user link operating in a frequency flat fad-
ing channel with M spatially uncorrelated receive antennas and a receiver with a
perfect knowledge of channel state information (CSI). For a smart antenna constel-
lation, employing beamforming over N spatially correlated transmit antennas and
the maximum ratio combining over M spatially uncorrelated receive antennas, the
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instantaneous capacity per unit bandwidth yields [36]

Csmart = log2

(
1 +

NPT

N0

M∑
m=1

|αm1|2
)

= log2

(
1 +

NPT

N0
χ2

2M

)
(1.1)

where PT denotes the average total transmitted power regardless of N , αm1 are in-
stantaneous fading gains from the transmit antenna array to receive antenna m mod-
elled as samples of independent identically distributed (i.i.d.) zero mean complex
Gaussian random variables with variance 0.5 per dimension, i.e., αm1 ∈ CN (0, 1).
Additive white Gaussian noise (AWGN) at each receive antenna is modelled as
CN (0, N0) and χ2

2M are chi-squared random variables with 2M degrees of freedom.
Signal-to-noise ratio (SNR) is defined per receive antenna as PT/N0. In contrast to
smart antennas, spatially uncorrelated antennas are sometimes regarded as dumb
although there is nothing dumb in the related ST processing techniques. Assume
now signalling over an array of N dumb antennas with an N dimensional transmit-
ted signal vector x as a unitary transformation V of a vector comprising statistically
independent components ∼ CN (0, Pn) (for the virtue of the Gaussian code-book in
maximization of mutual information, see [37]) and reception with a unitary trans-
formation UH of an M dimensional received signal vector. The instantaneous ca-
pacity per unit bandwidth of such an (N, M) dumb antenna constellation becomes
[38, 39, 40]

Cdumb = log2

{
det

(
IM +

1
N0

HPHH

)}
=

N∑
n=1

log2

(
1 +

Pn

N0
λH,n

)
(1.2)

where IM denotes an M ×M identity matrix, an M ×N matrix H contains in its
(m,n) entry an i.i.d. αmn ∈ CN (0, 1) the instantaneous fading gain from transmit
antenna n to receive antenna m, a matrix P = E

[
xxH

]
having Pn as its nth

eigenvalue denotes the covariance matrix of x and λH,n denotes the nth eigenvalue
of HHH for n = 1, . . . , min (N, M) and is otherwise set to zero. Without knowledge
of CSI at the transmitter, V and U reduce to identity matrices and optimal power
shaping assumes an equal power allocation (EQPA) among the transmit antennas,
i.e., Pn = PT/N . Similarly, in the case of perfect prior knowledge of CSI at the
transmitter, the columns of V and U are the eigenvectors of HHH and HHH,
respectively. The instantaneous capacity in (1.2) is maximized by the water-filling
power allocation (WFPA) [40]

Pn =
(

µ− N0

λH,n

)+

(1.3)

where a+ = max (0, a) and µ comes from the constraint on the total transmitted
power

N∑
n=1

Pn = PT. (1.4)

For a smart antenna constellation, the antenna array gain and receiver diversity gain
given by factors N and M in (1.1) contribute to a logarithmic increase in MIMO
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channel capacity. According to (1.2), a dumb antenna constellation decomposes a
MIMO channel into a multiple of rank (H) ≤ min (N, M) independent single-input
single-output (SISO) spatial sub-channels whose gains are equal to non-zero eigen-
values of HHH. Thus for spatially uncorrelated antennas at both sides of a wireless
link, a MIMO channel capacity promises a linear increase with min (N, M). This
fact was first recognized by simulations in the late 1980s [41] in the context of sys-
tem capacity. It took until the mid 1990s to realize that mutually interfering and
independent information streams from different users can also model different infor-
mation sub-streams of a single user operating over multiple uncorrelated transmit
antennas [38, 39, 40, 42].

When a transmission period is long enough to reveal the long-term ergodic prop-
erties of the fading process, the MIMO Shannon capacity is calculated by averag-
ing (1.1) and (1.2) over the set of all channel realizations H. For low mobility
and/or delay constrained applications, a transmission session (code-word) can be
well approximated to span a limited number of B statistically independent chan-
nel realizations [43]. Such channels are regarded as block fading channels where a
special case of B=1 is commonly denoted as quasi-static. A block fading channel
cannot be formulated in an ergodic or asymptotically stationary framework and its
strict Shannon capacity is zero [43, 44]. With whatever small rate we attempt to
communicate, there is a non-zero probability that the set of instantaneous channel
realizations H will not be able to support it, i.e., that the channel will experience an
outage. Thus the capacity of non-ergodic channels is treated as a random variable
with a certain probability of outage that is closely related to the code word error
probability averaged over the set of all possible channel realizations.

Complementary cumulative distribution functions of outage capacities with
EQPA for B=1 and different values of (N,M) including special cases of (1,M),
(N, 1) and transmit cycling, i.e., (N, M) with one (1,M) at a time, were calculated
in [39] by combining (1.2) with Monte Carlo simulations. For high SNRs, MIMO
capacity was reported to increase by min (N, M) more bps/Hz for every 3 dB in-
crease in SNR as compared to a one increased bps/Hz in single antenna systems.
The upper bound on (N, M) capacity was determined as an artificial case where,
without interfering with each other, each of the N transmitted signal components
is received by a separate set of M receive antennas. The lower bound on outage
capacity

Cdumb >

N∑

i=N−(M−1)

log2

(
1 +

Pn

N0
χ2

2i

)
(1.5)

inspired some of the earliest MIMO signalling designs. In the (N, N) case, it is
interpreted as the sum of the capacities of N independent channels with increasing
diversity orders from 1 to N . The lower bound in (1.5) was determined to scale
linearly with N for asymptotically large N [38]. The same linear increase with N in
the asymptotically large N case for outage capacity with WFPA was demonstrated
in [45, 46]. The slopes of asymptotically large N outage capacity growth were
derived analytically as a function of SNR to conclude that the gain of WFPA over
EQPA can be considerable in the low SNR region while it diminishes with the
increase in SNR. The same conclusion was driven for small N based on simulations in
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[47]. Moreover it was shown in [45] that the above asymptotic slopes do not depend
on the distribution of αmn in H as long as they are i.i.d. Still, the knowledge of CSI
at a transmitter enables MIMO channel capacity to be closely attained in practice
by employing state-of-the-art single antenna channel codes in combination with a
linear transformations at the transmitter and receiver. The capacity of deterministic
MIMO channels with WFPA and the outage probabilities of quasi-static fading
channels with EQPA were studied in [40]. Based on numerical integration over the
statistical distribution of eigenvalues in (1.2) it was further shown in [40] that the
ergodic capacity with EQPA increases linearly with N for (N,N) even for a small
number of antennas. The slope of capacity growth as a function of SNR was given
in closed form for large N (also in [48]).

A Gaussian assumption for the instantaneous capacity with EQPA in (1.2) with
the mean equal to the ergodic capacity [40, 48] and the variance derived in [49] has
been shown in [49] to offer a good approximation for virtually all values of N and
M for both zero mean (Rayleigh fading) and non-zero mean (Ricean fading) i.i.d.
complex Gaussian entries in H. The variance was revealed to be insensitive to the
number of antennas and influenced primarily by SNR. Since the non-zero eigenvalues
of matrices HHH and HHH are the same, the reciprocity property was further con-
cluded in [40] to hold in (1.2) for WFPA — Cdumb (N,M,PT) = Cdumb (M,N,PT)
and with the appropriate power scaling for EQPA — Cdumb (N, M, PTN) =
Cdumb (M,N,PTM). In the special cases of (N, 1) and (1,M), the channel is re-
ferred to as multiple-input single-output (MISO) and single-input multiple-output
(SIMO), respectively. The MISO case was further studied in conjunction with some
practical transmit diversity schemes in [50] and the SIMO case under different adap-
tive transmission and receiver antenna diversity combining methods in [51, 52]. A
selection transmit antenna diversity was examined in [53, 54, 55, 56]. An evaluation
of capacity for delay limited block fading channels (B ≥ 1) with CSI known at both
ends of a wireless link and with optimal power allocation that minimizes the out-
age probability under short and long term total transmitted power constraints was
derived in [57, 58, 59]. A linear increase in delay limited capacity with N for the
(N, N) case was demonstrated even for low values of N based on a semi-analytical
approach. Delay limited capacity was further shown to be almost independent of
B and to approach the ergodic capacity for large N .

An example of non-coherent MIMO communication where neither the receiver
nor the transmitter have knowledge of CSI was studied in [60]. A frequency flat,
block fading channel was assumed to be constant for a coherence time of T sym-
bols before changing to a new independent state. It was proven that increasing
N beyond T does not increase capacity. Also, by increasing T for a fixed (N, M),
the capacity approaches the level obtained with a perfect knowledge of CSI at
the receiver. An explicit formula for average capacity with (N, M), T≥2N , and
high SNR was derived in [61, 62, 63]. Instead of min (N, M) more bps/Hz in-
crease for every 3 dB increase in SNR encountered in MIMO channels with coher-
ent signalling, the capacity gain of MIMO channels with non-coherent signalling is
[min (N, M, bT/2c)] (1− [min (N, M, bT/2c)] /T ).
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1.2.2 Spatial channel models

Releasing the independence (un-correlated) assumption for channel gains αmn in H
does not change the definition of MIMO channel capacity in (1.2) but may either
decrease rank (H) or cause a certain number of eigenvalues λH,n to become too
small to convey reliably information. In both cases, the effective number of parallel
SISO sub-channels may be considerably reduced. Therefore the channel capacity
gain of MIMO over a SISO antenna system may be decreased. The effect of spatial
correlation on eigenvalue distribution was studied in [64] based on a ray-tracing
simulation model which assumed an isolated unobstructed BS and one ring of scat-
terers around an MS. Parameters such as the distance between BS and MS, the
radius of a scattering ring at the MS, AOA and angular spread at the BS, and the
geometrical arrangement of the antennas in the two arrays were varied to study the
impact on the outage capacity with EQPA. For line-of-sight (LOS) environments,
ray tracing was used in [65, 66] to construct a channel matrix explicitly for some
example environments and to find array geometries which in the (N, N) case result
in N non-negligible eigenvalues. The influence of different array configurations was
further examined in [67, 68]. Based on channel matrix factorization, the analysis in
[45] shows that even in the case of correlated entries in H, the outage capacity for
quasi-static MIMO fading channels with both EQPA and WFPA increase linearly
with N for asymptotically large N in the (N, N) case. However the slope of such
an asymptotic increase is generally different to that in the i.i.d. case. Interestingly,
at low SNRs, for EQPA there is no penalty in the above slope due to the spatial
correlation while with WFPA, such the slope even increases as the correlation be-
comes stronger. For high SNRs the rate of growth for both EQPA and WFPA are
reduced by correlation and the difference between the two rates approaches zero
similar to the i.i.d. case. Ray tracing simulations with the propagation effects of
scattering, reflection, and diffraction derived from a multilayer dielectric model of
an indoor office environment confirmed the conclusions. An approximate mean and
variance of eigenvalues λH,n in (1.2) was derived in [69] for asymptotically large
either N or M allowing for correlation at both sides of the wireless link. Simulations
demonstrated that a Gaussian distribution with the above first and second order
statistical moments gives a good approximation for eigenvalue distribution.

Instead of being comprised of i.i.d. complex Gaussian entries, the channel matrix
H in [42] was represented as a sum over LM individual multipath components each
factored by the complex path amplitude and associated transmit and receive array
response vectors. Multipaths were assumed to spread in both the angular and delay
domain. Since the assumed equivalent channel model for each multipath always has
rank one, the number of finite-amplitude parallel spatial sub-channels was shown to
be limited by min (N,M,LM) which gives an excellent insight into how crucial the
rich scattering environment is to a channel’s ability to provide parallelism. Based
on the above parametric channel model and with the assumption of only angular
spread, a comprehensive study was conducted in [70] on outage capacity for different
numbers of resolvable multipaths and their angular spreads, array structures, and
degrees of knowledge of CSI at the transmitter. A different model for angular
and delay spreads in wireless channels was introduced in [71, 72]. Each multipah
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was identified by its own cluster of scatters with cluster specific delay, complex
gain, the mean AOA at the BS, and the angular spread proportional to the cluster
radius. The above parameters were utilized to define the spatial fading correlation
at the BS for each multipath. Fading at the MS was assumed to be spatially
uncorrelated. An M × N channel matrix was given as a sum of LM, M × N
matrices, each proportional to the multipath specific spatial correlation matrix.
Based on the above channel model, outage and mean capacities of multi-antenna
frequency selective fading channels constrained by a finite number of sub-carriers in
the assumed MIMO-OFDM signalling were evaluated in [71, 72]. Notice that only in
the limiting case of infinitesimal sub-carriers, the MIMO-OFDM signalling capacity
approaches the exact capacity of the underlying space-frequency channel. Papers
[71, 72] assumed an exponential power delay profile. The MIMO link capacity
constrained by the finite signalling constellation was evaluated in [73]. The effect
of imperfect CSI on ergodic MIMO capacity was studied in [74].

The effect of fading correlation at the receiver end on ergodic MIMO channel
capacity with EQPA was further studied semi-analytically using uniform [75] and
exponential [76] models for a channel correlation matrix originally developed for
diversity combining methods. Owing to the reciprocity property of capacity, this
analysis was extended to transmit antenna correlations and further combined to
capture the effects of correlations at both sides of the wireless link [77]. For analyti-
cal tractability, the (pj, qk) entry in an MN ×MN dimensional channel correlation
matrix was assumed in [45, 77, 69] to be a product of entries (j, k) and (p, q) in
N×N transmit-only and M×M receive-only correlation matrices respectively, i.e.,
E

[
αpjα

∗
qk

]
= E [α1jα

∗
1k]E

[
αp1α

∗
q1

]
. This assumption was validated by simulations

in [45] and by measurements in [78]. Results of different MIMO channel measure-
ment campaigns were further reported in [79, 80, 81, 82, 83, 84, 85]. Results in
[84] show that AOA at the MS is not uniformly distributed around 360o in azimuth
causing the measured median coherence distance and time to be roughly twice of
that predicted by theory [2], although the overall measured MIMO channel capacity
was concluded not to be considerably affected. The low spatial correlation achieved
through wide-enough antenna separation in rich scattering environments was con-
sidered the only necessary condition for high rank behavior of MIMO channels
until the existence of a degenerate MIMO channel phenomena entitled “pin-hole”
in [86] or “key-hole” in [87] was revealed. Despite the zero correlation of entries in
H, whenever the energy between transmitter and receiver arrays travels through a
very thin air pipe, the rank value of H does not exceed the single degree of free-
dom. An example of a key-hole channel in practice arises when the product of a
transmitter and receiver scattering radii is small compared to the distance between
the transmitter and the receiver [64, 86, 65]. Other examples including propaga-
tion through a waveguide, i.e., a hallway or a tunnel and roof edge diffraction were
further studied in [87].

The conclusions driven in this section were restrained by the assumption of an
isolated single-user link in (1.1), (1.2). In addition to antenna array gain, smart an-
tennas in multi-user environment offer improved SINR through the spatial filtering
of multiple-access interference (MAI) and CCI. In spite of the necessary knowledge
of AOD at the transmitter, beamforming requires estimation of fewer channel pa-
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rameters compared to dumb antenna processing — AOD plus a minimum of M
channel coefficients for a smart antenna array compared to a minimum of MN
channel parameters for a dumb antenna array. The optimal signalling strategies
that maximize the system and channel capacities of MIMO dumb antenna constel-
lations in the presence of MAI and CCI are not well understood to date. While
some early conclusions were initiated in [36, 33, 40, 88, 89, 90, 91, 92] the universal
understanding on the applicability and the advantages of dumb compared to smart
antenna arrays in different radio communication scenarios is an interesting open
topic.

1.3 Aim and outline of the thesis

The existing voice-oriented, fixed and mobile radio communication networks are
typically designed to accommodate a large number of low data rate users. With
the emergence of wireless data services, user data rates are becoming increasingly
variable and heterogenous. Future mobile networks will therefore be mainly char-
acterized by a horizontal communication model where different access technologies
such as cellular mobile, broadband wireless access, wireless local area networks
(WLANs), and short range connectivity systems are combined on a common plat-
form to complement each other in an optimum way for different service requirements
and radio environments. The ability to provide high peak-data rates to individual
users and concentrate large amounts of traffic in localized spots will be one of the
key metrics to evaluate communication systems in the future. The spatial domain
has already been identified as the most promising frontier for bandwidth efficiency
improvement. Consequently the development of advanced ST processing algorithms
for dumb antenna configurations will become a crucial issue in the coming age of
wireless data.

Novel ST signalling methods and transceiver algorithms for reliable and band-
width efficient transmission approaching MIMO link capacity limits are designed
and analyzed in this thesis. The work concentrates on coherent ST coding schemes
designed under the assumption of no available CSI at the transmitter and esti-
mated CSI at the receiver. As an original contribution, the thesis proposes the
robust space-time turbo coded modulation (STTuCM) as an extension of single
antenna turbo coded modulation (TuCM) to multiple antenna systems. Although
both parallel and serial concatenated STTuCM have been introduced, the main fo-
cus has been placed on the parallel code concatenation. Presented as a collection
of twelve original publications enclosed as appendices I – XII, the thesis is further
organized as follows.

Chapter 2 introduces the basic concepts and background knowledge to place in
context the main contributions of the thesis developed as the combination of turbo
coding and space-time coding. The relevant developments in turbo coding are first
surveyed. Evolution of the probability of erroneous transmission over representative
MIMO fading channels is then presented using assumption of optimal maximum
likelihood decoding (MLD) at a receiver. Finally, the state of the art in space-time
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coding design that preceded, but also evolved in parallel to the development of this
thesis, is reviewed.

Chapter 3 presents the scope of the thesis. Several interesting open problems that
motivated this work are first introduced. The main contributions of the thesis are
briefly summarized and the relation to closely related parallel work on space-time
turbo coding established afterwards.

Chapter 4 includes the summary of the original publications that address different
aspects of the newly introduced STTuCM. These include: the system model; per-
formance evaluation under different narrow-band frequency-flat block fading chan-
nels; application combined with some novel transceiver designs for future wide-band
CDMA (WCDMA) and OFDM based broadband communication systems; the dis-
tance spectrum (DS) interpretation and the union bound (UB) performance analysis
for slow and fast fading channels; the convergence analysis of iterative decoding;
constituent code (CC) design based on the DS optimization and iterative decod-
ing convergence analysis; and the impact of bit-wise and symbol-wise information
interleaving to the performance of STTuCM.

Chapter 5 concludes the thesis discussing its main results and contributions.
Directions for further development and open problems for future research are also
described.

The presentation style was carefully chosen to make the thesis accessible to both
experts in the area and to less experienced readers. After observing the scope of the
thesis in Chapter 3, a proficient reader should be able to grasp different vital con-
tributions of the thesis by directly examining the appended, self-contained papers
of particular interest. The less proficient reader is gradually introduced throughout
Chapters 2, 3, and 4 to the relevant background necessary for understanding the
advanced topics covered in the appended papers. Since some of the notations and
definitions are inevitably repeated throughout the papers to assure that they are
self-contained, to a certain extent the presentation compromises on the conciseness
of the thesis.



2 Literature survey

The relevant background literature describing the concept of space-time turbo coded
modulation (STTuCM) is reviewed in this chapter. Without the intention of per-
forming an extensive coverage of the topic, Section 2.1 surveys the important aspects
of turbo coding related to this thesis. The state of the art in space-time coding de-
sign that preceded but also evolved in parallel to the development of this thesis is
reviewed in Section 2.2.

2.1 Turbo coding

Turbo codes (TuCs) were introduced in [93, 94] as a parallel concatenated coding
scheme consisting of two binary recursive systematic convolutional codes linked by
an information interleaver. The information bits at the input of the first encoder
were scrambled by the information interleaver before entering the second encoder.
Due to systematic CCs, the codewords of the proposed scheme consisted of the
information bits followed by the parity check bits from two encoders, which com-
bined with puncturing provided a variety of coding rates. Showing remarkable per-
formance close to the Shannon limit with an applied sub-optimal low complexity
iterative decoding algorithm, the simulation results in [93] initially raised scepti-
cism. Independently reproduced by several researchers soon after [95, 96, 97] they
triggered a large amount of research effort focused on understanding the reasons
for such outstanding performance. Although their design did not follow any par-
ticular optimization criterion, a careful examination of the literature shows that
rather than being a sudden apparition, TuCs resulted from clever intuition built
at the intersection of three main concepts already established: combining several
codes by product or concatenation, the random-like code design criterion, and that
of extending the decoding role to reassess probabilities [98]. Shannon’s channel
coding theorem [37] implies that reliable transmission with rates below channel
capacity can be achieved with a randomly chosen block or convolutional code as
long as its block or constraint length is very long. However, the MLD required
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to achieve an arbitrary low probability of error becomes physically un-realizable in
such a case. The research in coding theory over the past 50 years has seen many
proposals aimed at constructing powerful codes with large equivalent block or con-
straint lengths structured so as to permit breaking the MLD into simpler partial
decoding steps. Iterated codes [99], product codes [100], concatenated codes [101],
and large constraint convolutional codes with sub-optimal decoding strategies like
sequential decoding [102, 103] are non-exhaustive examples of such attempts. The
most popular of these schemes, applied to deep space probes, consists of a Reed-
Solomon outer code followed by a convolutional inner code. Although Shannon’s
coding theorem suggests that a code designed to have a distance distribution close
to that of random coding should be a good code [98], the challenge of finding prac-
tical decoding algorithms for random-like codes has not been seriously tackled until
the introduction of TuCs. Extending the decoding role to reassess the probabilities
principle is based on iterative decoding. This is the strategy of alternatively decod-
ing simple CCs with soft-input soft-output (SfISfO) decoders and passing so-called
extrinsic information as a part of decoder’s soft output a posteriori probability to
the next stage of decoding. TuCs therefore cleverly integrate code concatenation in
a random-like coding approach where large equivalent constraint length and ran-
domness are jointly provided by an information interleaver, a building block that
due to iterative decoding does not add to decoding complexity. The authors coined
their novel coding concept turbo due to the decoder that uses its processed output
values as a priori inputs for the next iteration, much like the exchange between the
turbine and the compressor in a turbo-engine.

2.1.1 Design and principles

To date, a huge number of publications in the literature including a few books [104,
105], journal special issues [106, 107, 108] and international symposiums [109, 110]
have been devoted entirely to the developments in this new branch of coding theory.
The DS interpretation and the UB performance analysis over AWGN and fading
channels in [111, 97, 112, 113, 114, 115, 116, 117, 118] unveiled the importance
of multiplicities and error exponents in TuC’s DS. The combination of recursive
CCs and information interleaving contribute to the effect of spectral thinning in
which information sequences that generate low weight codewords from the first CC
are interleaved with high probability to information sequences that generate high-
weight codewords in the second CC. Very large information interleavers increase
such probability resulting in a DS with a few low-weight codewords and a large
number of average-weight codewords similar to the DS of random-like codes [98]. It
was further shown in [113] that the CCs need not necessarily be systematic. The free
distance and the first several spectral lines above it are solely determined by the
weight-two information sequences. The minimum weight among CCs’ codewords
caused by those weight two information sequences is denoted as the effective free
distance. The maximization of the effective free distance was therefore the main
design criteria for CC optimization in [119, 120, 121, 122], quite different from
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the optimization criteria used for stand-alone convolutional codes [123]. In [124]
the optimization considered the information sequences of weight up to six while in
[125] CCs were designed optimizing the TuC’s DS in the area of low to medium
distances, i.e., significant spectral lines. The UB analysis showed that the sub-
optimal iterative decoding closely approaches the MLD performance bound for an
increasing number of iterations. To make the analysis tractable the interleaver
between CCs was assumed to be random with uniform distribution resulting in an
upper bound to the performance of MLD averaged over all different information
interleavers. Simulations showed that a reasonable choice of interleaver easily leads
to performance close to the average. Therefore in the area of low and moderate
SNRs where performance is mainly determined by the large number of average-
weight codewords the choice of a particular information interleaver realization is
not critical as opposed to its length which is indeed the main reason for the good
performance of TuCs [113]. However, the well designed information interleaver
[126, 127, 128, 129, 130, 125, 131] plays an important role in determining the first
several spectral lines [112, 113] that limit the asymptotic behavior of any code
at high SNR. The information interleaving design for simultaneous termination of
both CCs was studied in [132, 133, 131], the performance with short information
interleavers in [134, 135], and the effects of puncturing to the DS in [136, 137].
A rate adaptation of TuCs through frequent trellis termination of their CCs was
studied in [138].

Different variants of SfISfO decoders are mainly classified depending on wether
they were derived from the Viterbi algorithm [139] or symbol-by-symbol maximum
a posteriori probability (MAP) algorithm [140] optimized for the minimum sequence
or the minimum symbol error rate, respectively. Since the two optimization criteria
are asymptotically the same at high SNR, the memory and computationally more
demanding MAP was for a long time abandoned until its modification, adapted to
produce a log-likelihood-ratio (LLR) of information bits entering the binary recur-
sive systematic convolutional trellises, was reinvented for constituent TuC decoders
in [93]. Since then, various modifications of the bit-by-bit MAP algorithm have
been seen in the literature [95, 141, 142, 143, 144, 145]. To alleviate sensitivity
to numerical precision due to the large dynamic range of probabilities processed,
most of such algorithms allow for logarithmic domain representation (log-MAP)
and further sub-optimal simplification (max-log-MAP) by neglecting the second
term in the Jacobian logarithm ln (ex + ey) = max (x, y) + ln (1 + exp{− |y − x|})
[146, 147, 148]. Unlike max-log-MAP, MAP and log-MAP theoretically require an
estimate of the SNR but have been shown to be quite robust to SNR mismatch in
practice [149]. The soft output Viterbi algorithm (SOVA) was introduced in [150]
and applied to component TuC decoders in [96]. Different SOVA modifications were
proposed in [151, 152, 153]. Compared to MAP, SOVA suffers from some perfor-
mance degradation [147, 148] but is generally less complex and does not require
SNR estimation.

Embedding in the SfISfO decoder’s soft outputs a posteriori probabilities of en-
coder’s both inputs and outputs, derivation of the MAP in [143, 144] enabled the
application of iterative decoding to a general class of coding networks, i.e., hybrid
parallel-serial concatenations of interleaved convolutional codes [154, 155]. Distance
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spectrum interpretation, UB analysis, CC design, and performance evaluation over
AWGN and fading channels of serially concatenated convolutional codes were stud-
ied in [156, 157, 158, 159, 160, 161, 162]. The serially concatenated convolutional
code with the recursive rate one inner code was proposed in [163] and double seri-
ally concatenated convolutional code in [164]. To maximize the interleaving gain,
the inner CC in a serially concatenated convolutional code should be a recursive
systematic convolutional with the maximized effective free distance. The outer code
should be a non-recursive convolutional code with large, and possibly odd, value
of the free distance. In [165], the iterative decoding concept was extended to the
parallel concatenation of block codes.

Summarizing the main conclusions from Shannon’s theory on digital communica-
tions, Viterbi outlined in 1991 [166] that the optimal receiver should “never prema-
turely discard the information that may be useful in making a decision until after all
decisions related to that information have been completed”. Soon after the introduc-
tion of TuCs in 1993, it became clear that the method employed for iterative decod-
ing of concatenated codes is more universal. The fundamental strategy of iterative
exchange of soft information between the different building blocks in a communica-
tion receiver, also coined the turbo principle by Hagenauer in 1997 [167], has been
shown for many applications to yield near optimal receiver performance with reason-
able implementation complexity. The turbo principle is now successfully applied as a
remedy for a wide range of problems in communication systems that extend well be-
yond channel coding, i.e., iterative demodulation and decoding [168, 169, 170, 171];
iterative equalization and decoding [172, 173, 174, 175, 176, 177, 178, 179, 180]; iter-
ative interference suppression and decoding [181], iterative multi-user detection and
decoding [182, 183, 184, 185, 186, 187, 147, 188, 189, 190]; iterative CSI estimation
and decoding [191, 192, 138]; joint source-channel decoding [193].

2.1.2 Turbo coded modulation

TuCs were originally introduced in [93] for binary phase shift keying (BPSK) mod-
ulation. Attempts to improve spectral efficiency by combining TuCs with higher
order phase or amplitude modulations have brought many proposals for turbo coded
modulations (TuCMs) [194, 195, 196, 197]. In [194] the binary outputs of a TuC
were punctured and interleaved after which they were associated through Gray map-
ping to in-phase and quadrature branches in a quadrature amplitude modulation
(QAM). At the receiver, the LLRs for each encoded bit were calculated by the soft
output demodulator and after de-interleaving passed to a standard binary turbo de-
coder. Such a pragmatic TuCM approach was further studied in [198, 199, 200, 201]
in the context of bit-interleaved coded modulation (BICM) [202, 203, 204] which
separates the selection of the coding scheme and the modulation scheme.

In [195, 205, 206], binary TuCs with different degrees of puncturing were applied
as component codes for multi-level coded modulation [207, 208, 209], the combined
coding-modulation approach where the signalling constellation is partitioned in the
subsets in the form of a binary tree and where the output of an independent bi-
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nary encoder governs the selection of a subset in each level of partition. Signalling
constellation subsets are decoded one at a time, employing binary decoders for
each level of partition. Such a sub-optimal multi-stage decoding strategy consid-
erably reduces the complexity compared to the optimal MLD and asymptotically
approaches the channel capacity if the rates at different levels of partitioning are
chosen appropriately.

In an analogy to binary TuCs, the TuCM in [196, 210, 211] employed for CCs
in the punctured parallel concatenation, the recursive systematic form of a trel-
lis coded modulation (TrCM). Originally introduced by Ungerboeck in [212] as an
integrated trellis coding and higher order modulation approach, the TrCM offers
significant coding gains, i.e., reduced minimum required SNR for achieving certain
probability of error, compared to un-coded systems without sacrificing data rates
or bandwidth efficiency. Since a truly exhaustive computer search for good Tr-
CMs would be impractical even for moderate constraint lengths, a mapping by set
partitioning has been established as a rule of thumb for restricting the searched
class of codes. Therefore TrCM can be thought of as a special case of multi-level
coded modulation. The signalling constellation is partitioned in the subsets in the
form of a binary tree but unlike multi-level coded modulation the selection of a
subset in each level of partitioning is governed by the trellis transitions whether
they are parallel, diverge/re-merge from/to the same state. Each trellis transition
can also correspond to multiple symbol transmissions which is referred to as multi-
ple TrCM. The theory of TrCM over AWGN and fading channels is nowadays well
established [213, 214, 215, 216, 217, 218, 219, 220, 221, 222, 223]. In each trellis
transition during a transmission frame, adopting a number of consecutive input bits
denoted as the input symbol, a trellis of a component TrCM in TuCM from [210]
produces an output complex signal from the multidimensional complex constella-
tion. Puncturing assumed that every second output complex symbol from the first
component TrCM was time multiplexed with every other second output complex
symbol from the second component TrCM. To assure that each information bit con-
tributes exactly once to the output TuCM codeword, a pseudo-random symbol-wise
information interleaver between component TrCMs was employed that maps even
symbol positions to even symbol positions and odd ones to odd ones. In addition
it assures that the ordering of input bits within given input symbol remains un-
changed, i.e., a symbol-wise odd–even information interleaver. At the receiver the
component codes in TuCM were decoded with a symbol-by-symbol MAP decoder
in an iterative fashion. Further improvements in the encoder and the decoder of
TuCM from [196] were studied in [224].

A somewhat different approach to TuCM was proposed in [197, 225]. During
each trellis transition the recursive systematic binary trellis of the CC in the par-
allel concatenation, adopting an even number of consecutive input bits denoted as
the input symbol, produces a number of unmodulated output bits. Half of the
systematic bits were punctured in each encoder and the remaining systematic and
parity bits were suitably mapped to a multidimensional complex constellation. At
the receiver, the LLRs for each encoded bit were calculated by the soft output
demodulator and passed to the corresponding symbol-by-symbol MAP decoder.
To assure that each information bit contributes exactly once to the output TuCM
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codeword, the interleaver between CCs consisted of a number of pseudo-random
bit-wise interleavers, independently mapping each bit in the input symbol. Due
to bit level information interleaving the symbol level LLR at the output of the
symbol-by-symbol MAP decoder needs to be projected to the bit level LLR be-
fore its interleaved (de-interleaved) version could be passed to the input of another
symbol-by-symbol MAP decoder, i.e., TuCM operates on the bit level despite its
component symbol level MAP decoders. When all the implemented information
interleavers have the same pattern, the ordering of information bits in the input
symbol remain unchanged, which is equivalent to symbol level information inter-
leaving. In this particular case component symbol-by-symbol MAP decoders can
directly exchange their symbol LLRs, i.e., TuCM operates on the symbol level. The
convergence properties of iterative decoding, CC code optimization and information
interleaving design for bit level and symbol level TuCM from [197] were studied re-
cently in [226, 227, 228, 229]. Different TuCMs were further examined over AWGN
and fading channels in [230, 231, 232, 233] and in the context of adaptive modulation
in [234, 235].

The existing UB analysis of TuCM over AWGN [236, 237, 238] and fading [239]
channels in the literature mainly considered the special case of binary TuCs followed
by a channel interleaver and complex constellation mapper. The performance eval-
uation of TuCM from [196] was recently studied over AWGN channels in [240].
The performance bounds of multilevel TuCM were studied in [206]. Unlike parallel
concatenated TuCMs, the design of serial concatenated TuCMs is more straight-
forward. Due to the inevitable signal constellation mapping that can be either
integrated within the inner code, i.e., an inner TrCM, or separated from it by an
additional interleaver, i.e., an inner BICM, any of the serially concatenated convolu-
tional codes from Subsection 2.1.1 can be also characterized as serially concatenated
TuCMs.

2.2 Space-time coding

To exploit the potentially large link capacities of MIMO fading channels, a consid-
erable amount of research has been focused on ST processing for arrays of uncorre-
lated antennas at both ends of a wireless link. Such ST signalling designs evolved
along three main paths characterized by the assumptions of CSI knowledge. The
first path comprises the non-coherent, so called differential, or unitary ST coding
schemes where neither receiver nor transmitter has CSI [241, 242, 243, 244, 245,
246, 247, 248, 245]. The second path targeted the signalling schemes that benefit
from the channel reciprocity, or the existence of an unlimited capacity feedback
channel, where CSI is available at both transceiver ends [58, 249, 250, 251, 252].
The third path, which is examined in this thesis, tackles the design of coherent ST
coding schemes optimized on the assumption of no available CSI at a transmitter
and estimated CSI at the receiver. Here we also outline that the last path allows for
the adaptive implementation that exercises the limited CSI fed to the transmitter
through a typically low capacity feedback channel.
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Before introducing the main contributions of the coherent ST coding schemes in
the literature, the probability of erroneous transmission over some representative
MIMO channels with the assumption of optimal MLD at a receiver will be briefly
examined in Subsection 2.2.1. The MIMO channel capacity limits from Section 1.2
as well as the MLD error performance analysis from the following Subsection 2.2.1
are responsible for inspiring much of the current coherent STC designs in the litera-
ture. Their adequate characterization is however not straightforward. The schemes
employing the optimal MLD at a receiver are commonly qualified as the optimal
ST coding schemes to distinguish from the sub-optimal ST coding schemes featur-
ing different reduced complexity sub-optimal linear and decision feedback receiver
interfaces. As will be apparent after Subsection 2.2.1, the code design criteria based
on the minimal pair-wise error probability (PEP) with MLD were defined using the
baseband signal matrices with no assumptions on the modulation constellation or
the underlaying code structures, leaving substantial room for optimal ST coding de-
signs. Subsections 2.2.2 and 2.2.3 briefly survey the two main categories of optimal
ST coding schemes, namely space-time coded modulation (STCM) and space-time
block codes (STBCs) as part of a more general class of transmit diversity schemes.
Originally inspired by the lower bound on MIMO channel capacity in (1.5), the lay-
ered ST coding architectures employing different sub-optimal receivers are reviewed
in Subsection 2.2.4.

2.2.1 MIMO channel reliability

Consider a transmission with a coherent STC over a frequency-flat isolated single-
user link with N transmit and M receive antennas. Each STC codeword spans L
time epochs and during each time slot, N symbols are simultaneously transmitted
over N transmit antennas. Let cn (l) denote the baseband constellation symbol
with a unit average energy that is transmitted from antenna n, n = 1, . . . , N at
time instant l, l = 1, . . . , L. The sampled output of a matched filter at each receive
antenna m,m = 1, . . . , M is a noisy superposition of N transmitted signals impaired
by fading

rm (l) =
√

Es

N∑
n=1

cn (l)αmn (l) + ηm (l) (2.1)

where (referring to Section 1.2) Es = PT/N , αmn (l) ∈ CN (0, 1) are fading samples
and ηm (l) ∈ CN (0, N0) are additive white Gaussian noise (AWGN) samples. The
unified approach to the evaluation of PEP for any coherent communication system
including transmitter and receiver diversity systems with an arbitrary level of tem-
poral and spatial fading correlation was presented in [253]. Let the L ×NL block
matrix Dc = [Dc (1) , . . . , Dc (N)] represent the transmitted STC codeword with
each L×L matrix Dc (n) = diag [cn (1) , . . . , cn (L)]. Assume for a moment M = 1.
We may rewrite (2.1) in matrix form

r1 =
√

EsDcα1 + η1 (2.2)
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where r1 = [r1 (1) , . . . , r1 (L)]T, α1 =
[
αT

11, . . . , α
T
1N

]T with α1n = [α1n (1) , . . . ,

α1n (L)]T, η1 = [η1 (1) , . . . , η1 (L)]T. As in [253], we define the “signal” matrix
(SM)

Cs,1 = DecCα1D
H
ec (2.3)

where Dec = De−Dc denotes a codeword difference matrix and Cα1 = E
[
α1α

H
1

]
is a covariance matrix of a MISO channel. Assuming MLD with perfectly estimated
CSI at the receiver, the PEP of deciding in favor of codeword De when codeword
Dc was actually transmitted, i.e., {Dc → De} has been determined in [253] to be
a polynomial function of SNR and the eigenvalues of the SM. Based on the exact
polynomial PEP function, a new simplified PEP bound that is tighter than the
standard Chernoff bound in [254] and asymptotically tight with high SNR has been
derived in [253] as

Pr{Dc → De} ≤
(

2∆H (Cs,1)− 1
∆H (Cs,1)− 1

) 


∆H(Cs,1)∏

i=1

λi (Cs,1)



−1 (

Es

N0

)−∆H(Cs,1)

(2.4)
where ∆H (Cs,1) is the rank of the SM Cs,1 and λi (Cs,1) are its non-zero eigenval-
ues whose geometric mean will be expressed by ∆P (Cs,1) in the sequel. Although
in general they are not true distances in the mathematical sense, ∆H (Cs,1) and
∆P (Cs,1) are commonly denoted as the effective Hamming distance (EHD) and
the effective product distance (EPD) respectively between De and Dc. Only in
the special case of an AWGN channel when components of α1 are all ones, a co-
variance matrix of a channel Cα1 becomes an all ones matrix, which reduces the
SM to a rank one matrix, i.e., ∆H (Cs,1awgn) = 1, with its only non-zero eigenvalue
λ1 (Cs,1awgn) = ∆P (Cs,1awgn) being a squared Euclidean distance between De and
Dc

∆P (Cs,1awgn) =
L∑

l=1

N∑
n=1

|∆ec
n (l)|2 (2.5)

where ∆ec
n (l) = en (l)− cn (l). In the case of spatially uncorrelated transmit anten-

nas the channel covariance matrix in (2.3) is a block diagonal Cα1 = diag [Cα11 ,
. . . , Cα1N

] with an L × L matrix Cα1n determined by the Doppler spread of the
channel. The two special cases of the Doppler spread that are of special interest for
ST coding optimization are considered in the following. For temporally correlated
fading, i.e., slow or quasi-static fading, where Cα1n is an all ones matrix, (2.3) is
given as

Cs,1slow =
N∑

n=1

[∆ec
n (1) , . . . , ∆ec

n (L)]T [∆ec
n (l) , . . . , ∆ec

n (L)]∗ . (2.6)

Since the epoch-by-epoch calculable matrix

C̃s,1slow =
L∑

l=1

[∆ec
1 (l) , . . . , ∆ec

N (l)]H [∆ec
1 (l) , . . . , ∆ec

N (l)] (2.7)
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has the same non-zero eigenvalues as matrix Cs,1slow, ∆H and λi in (2.4) are com-
monly calculated based on the eigenvalue-equivalent SM in (2.7). The EPD in such
a case is equal to the ∆−1

H th power of the absolute value of the sum of determi-
nants of all the principal ∆H × ∆H co-factors of the eigenvalue-equivalent SM in
(2.7) [254]. Notice also that ∆P (Cs,1awgn) in (2.5) is equal to the trace of the
eigenvalue-equivalent SM in (2.7). For temporally uncorrelated fading, i.e., fast or
ideally interleaved fading, Cα1n

is an L×L identity matrix for which (2.3) reduces
to

Cs,1fast =
N∑

n=1

Dec (n) Dec (n)H. (2.8)

The lth eigenvalue of Cs,1fast depends only on the transmitted signals at time instant
l

λl (Cs,1fast) = [∆ec
1 (l) , . . . , ∆ec

N (l)] [∆ec
1 (l) , . . . , ∆ec

N (l)]H , l = 1, . . . , L (2.9)

and ∆H (Cs,1fast) is the cardinality of a set of time instances in which eigenvalues
in (2.9) are non-zero.

Determining the slope of the performance curve in the logarithmic domain at high
SNR, the minimum value of EHD over all Dec measures the amount of diversity
available in the decision process. The EPD is responsible for the horizontal parallel
shift of the performance curve as a function of SNR and its minimum value over
all Dec measures the coding gain over the uncoded system with the same amount
of diversity. Both EHD and EPD are functions of the channel covariance matrix
but also depend on the codeword difference matrix Dec. Therefore a clever ST
signal design is crucial for achieving diversity and coding gains in a MISO system
even when employing optimal MLD at the receiver. This fact was first recognized
in [255, 256] and later used in [254] to formulate the design criteria for STCs over
fading channels. The maximization of the minimum EHD, coined the rank criterion
on slow fading channels and the distance criterion on fast fading channels, was
identified as the primary important STC design criterion [254]. The maximization
of the minimum EPD, termed the determinant criterion on slow fading channels and
product criterion on fast fading channels, was established as a secondary importance
STC design criterion [254]. The rank and the determinant design criteria were
showed therein to be valid also for spatially correlated Rayleigh fading. The effect
of spatial fading correlation was further examined in [257, 258, 259]. The STC
design metrics for arbitrary block fading were studied in [260] based on the pairwise
error probability conditioned by the worst case fading realization.

For M > 1, the system model in (2.2) can be easily extended to r =
√

EsDc,Mα
+η by defining an L ×MNL block matrix Dc,M = [Dc, . . . , Dc] and introducing
r =

[
rT

1 , . . . , rT
M

]T, α =
[
αT

1 , . . . , αT
M

]T, η =
[
ηT

1 , . . . , ηT
M

]T. The PEP is still
given by (2.4) with Cs,1 being replaced by Cs,M . For the multiple receive antenna
AWGN case, components of α are constant and all ones. The covariance matrix of
a channel Cα becomes an all ones matrix which again reduces the SM to a unit
rank matrix, i.e., ∆H (Cs,M ) = 1. The only non-zero eigenvalue of Cs,M as the Eu-
clidean distance between De,M and Dc,M increases to ∆P (Cs,M ) = M∆P (Cs,1)
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which can be seen as a gain from repetition coding. For multiple spatially un-
correlated receive antennas, the new SM becomes Cs,M = diag [Cs,1, . . . , Cs,1].
This effectively increases by M the multiplicity of all eigenvalues in the asymptotic
bound in (2.4), i.e., ∆H (Cs,M ) = M∆H (Cs,1). Unlike transmit antenna diversity
that requires a special signal design, receive antenna diversity results in a straight-
forward M -fold increase in diversity order. Notice that EPD remains unchanged,
i.e., ∆P (Cs,M ) = ∆P (Cs,1).

In [261] it was further shown that for reasonably large diversity order, i.e.,
∆H (Cs,M ) ≥ 4, a MIMO channel converges to a Gaussian channel, i.e., the type of
fading that a transmitted signal experiences does not have an impact on the per-
formance. In such a case the performance is determined by the squared Euclidean
distance ∆P (Cs,1awgn) of the code as shown in (2.5), the maximization of which,
denoted as the trace criterion, was introduced in [261] as the secondary importance
design criterion after the primary rank or distance criterion. A similar conclusion
on the importance of the code squared Euclidean distance over quasi-static fading
channels for systems with a large number of receive antennas but also those oper-
ating in the low SNR region was given in [262, 263] where it was argued that ST
coding optimization based on the PEP bound in (2.4), asymptotically tight only
for high SNR, may not be always adequate. In the moderate SNR region, the EPD
was defined as the determinant of the sum of an identity matrix and the eigenvalue-
equivalent SM matrix in (2.7) [262]. The equal eigenvalue criterion was introduced
independently in [264, 265] in a context of the determinant criterion and optimal
coding gain, arguing that the maximization of the minimum code squared Euclidean
distance renders eigenvalues of the SM to be equal, which maximizes the minimum
EPD.

The PEP is the basic building block for the derivation of the union bound (UB),
an upper bound to the error probability of a channel coding scheme given as

PUB =
∑

D
H (∆H,∆P) P (∆H,∆P) (2.10)

where H (∆H,∆P) denotes the multiplicities in a two dimensional code’s DS, i.e.,
the average number of error events with the EHD and the EPD equal to ∆H and ∆P,
respectively. The EHD and the EPD are commonly referred to as error coefficients,
and also as error exponents. P (∆H, ∆P) denotes the PEP in (2.4) as a function
of the error coefficients. The set D includes all distinct 〈∆H, ∆P〉 pairs in the two-
dimensional DS of a code.

2.2.2 Space-time coded modulation

Designed for simultaneous diversity and coding gains, different proposals for STCMs
in the literature are mainly distinguished based on single antenna coded modula-
tions, i.e., TrCM, multiple TrCM, multi-level coded modulation and BICM that
they were extended from. Owing to its integrated trellis coding and higher order
modulation design with the redundancy expansion in both signal and antenna space,
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space-time trellis codes (STTrCs) [254], also referred to as ST TrCM, can be seen as
a generalization of the TrCM to multi-antenna systems. STTrCs evolved from the
combined transmit delay diversity (DD) and receive MLD, originally introduced for
two transmit antennas in [266, 267] and further generalized to an arbitrary num-
ber of transmit antennas in [268, 269]. Comparing the statistical distribution of
the minimum Euclidean distance for the DD to that of the matched filter bound
authors in [268] showed that the DD achieves the diversity gain within 0.1 dB of a
system with an equivalent number of receive antennas. The matched filter bound
is a bound on the performance with an optimal receiver that fully compensates for
the ISI and interference from all other signals, i.e., the lower bound on performance
with an ideal equalizer. In [268] the outputs of a rate 1/N repetition encoder after
being split into N parallel data sub-streams were transmitted simultaneously over
N transmit antennas introducing one symbol delay between antennas. Answering
the fundamental question as to wether replacing a rate 1/N repetition code with
a specially designed channel code of the same rate could improve the performance
over the DD, authors in [254, 270, 271] introduced STTrCs as a new paradigm for
bandwidth and power efficient signalling over MIMO fading channels. Handcrafted
low constraint-length 4-, 8-, 16-, 32-, 64-state STTrCs for two transmit antenna
and QPSK, 8PSK, and 16QAM modulation in [254] were optimized upon the rank
and determinant critera. Offering the best possible trade-off between constellation
size, data rate, diversity gain, and trellis complexity, STTrCs from [254] have been
demonstrated to perform reasonably close to the outage capacity.

A more extensive computer search resulted in improved versions of the low
constraint-length N = 2 QPSK codes in [272] and N = 2, 3, 5 BPSK codes and
N = 2 QPSK codes in [273]. Some of the codes in [272] and [273] had the same EPD
despite the different generators, which indicated that at least for N = 2 there is a
multiplicity of optimal codes with respect to the minimum PEP. The “zero symme-
try” as the sufficient, though not the necessary, condition for full transmit diversity
over quasi-static fading channels, commonly conditioned by min (∆H) = N , was
introduced in [273] as a generalization of the similar design rules in [254]. The zero
symmetry considerably constrained the computer searches for good STTrCs. The
DD was also proven to use the fewest possible states for achieving full diversity. The
rank and trace criterion were used for STTrC optimization over quasi-static fading
channels for two transmit antennas in [274, 261, 275, 276, 265] and for three and
four transmit antennas in [277, 278]. The optimization of STTrCs over quasi-static
fading channels for the case of a large number of receive antennas or for low SNR
values was based just on the trace criterion in [262]. For moderate SNR values, the
modified determinant criterion was applied. The systematic STTrC design for an
arbitrary number of transmit antennas was further studied in [279] based on the
rank and determinant criteria. The low constraint-length STTrC optimization for
fast fading channels based on the distance and product criterion was considered in
[280, 281, 282, 283, 284].

The ST coding optimization based on the minimal PEP with the MLD as well
as the evaluation of the UB in (2.10) are greatly simplified when the uniform DS
with respect to both the EHD and the EPD is guaranteed a priori [273]. In such
cases, it is sufficient to consider only the particular codeword for Dc, i.e., the all-
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zero codeword and vary only De when calculating all possible codeword difference
matrices Dec for the EHD and EPD. Geometrical uniformity (GU) is one of the most
restrictive types of symmetry that provides the uniform DS [285, 254, 273]. However
it was shown in [273] that a feed-forward TrCM that is GU with respect to the EPD
and uses PSK modulation achieves at most one level of diversity. Although some
less restrictive condition for the uniform DS like linearity can be used to simplify
evaluation of the DS with respect to EHD [286], similar solutions for the DS with
respect to EPD are not appealing. Based on the PEP in (2.4), the UB for the general
class of geometrically non-uniform (GNU) STTrCs was calculated in [287] applying
the GA from [285] and in [288] through the simplified code transfer function from
[289]. Different views on the PEP were further given in [290, 291, 292, 293, 294].
However, evaluating the UB, papers [290, 291, 292] assumed the uniform DS for the
considered STTrCs. The efficiently calculable necessary and sufficient conditions for
STC codeword difference matrices to achieve full diversity over quasi-static fading
were established in [295, 296]. Upper and lower bounds on the minimum EPD over
quasi-static fading channels as a function of the error event length as well as the
average values of upper and lower bounds for the given error event length averaged
over all possible starting states, ending states and inputs were also established
therein and used in [297] for N = 2, 3, 4 BPSK and QPSK STTrC optimization.

For a transmission rate of K bps/Hz where each symbol transmitted from one of
N spatially uncorrelated antennas belongs to a complex constellation of size 2Z , in
a majority of the above references a model for STTrC optimization assumed binary
inputs and binary feed-forward shift registers with generator polynomials defined
over Z2Z , the ring of integers modulo 2Z . For most STTrCs in the literature, the
condition Z = K holds. Therefore to preserve the transmission rate, the expansion
in multi-antenna TrCM is performed only in the antenna space. In [283], the trellis
was fully defined over Z2K with the input bits transferred to Z2K integers through
a Gray mapping prior to entering the encoder. In [275] the STTrC was fully defined
over Z2 and the encoder output bits were transferred to Z2K through either natural
or Gray mapping. In all the above cases, the encoder integer outputs from Z2K were
then modulated to a complex constellation of size 2K . The STC design criteria
from Subsection 2.2.1 are then applied to those baseband complex constellation
signals, which is difficult to relate to traditional code designs over finite fields and
rings. Tending to bridge this discrepancy, paper [286] introduced the binary rank
criterion for BPSK codes and Z4 QPSK codes that considerably simplified the
construction of full spatial diversity codes over quasi-static fading channels. The
algebraic STC design for BPSK and QPSK modulation based on the established
binary rank criteria was performed in a companion paper [298]. The binary rank
criterion for 22K QAM codes was further studied in [299] and for block fading
channels in [300]. The similar gauge for the determinant criterion and the EPD in
general does not exist.

The design of robust STTrCs for an arbitrary fading Doppler frequency was
addressed in [254] where the notion of the smart and greedy codes was intro-
duced to denote codes that are optimized upon the hybrid distance/rank and
product/determinant criteria. Based on the concatenation of an outer high rate
Reed-Solomon code and an inner multiple ST TrCM, the smart and greedy codes
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resulted in robust and power efficient MIMO signalling schemes, though with rates
no greater than in current single antenna systems. The extension of multiple TrCM
to MIMO systems was further studied in [301, 279]. The extension of multi-level
coded modulation to MIMO systems applying sub-optimal multistage decoding
was considered in [254, 302]. The multi-antenna BICM was devised in [303, 304]
and with iterative MIMO equalization and decoding in [305, 306, 307]. Multi-
antenna block coded modulation was considered in [254, 308]. A pragmatic ap-
proach to STC design where of-the-shelf single antenna convolutional codes were
adapted for multi-antenna transmission was studied in [309, 292] and further in
[310] based on algebraic overlays and binary rank criterion [286]. The STTrC de-
sign for nonlinear constant-envelope modulation was studied in [311]. The per-
formance evaluation of STTrCs with different types of equalizers at a receiver for
the SC based systems over frequency selective fading channels was investigated in
[271, 312, 313, 314, 315, 316] including iterative MIMO equalization and STTrC
decoding in [317, 318]. The optimal STTrC design in the presence of ISI at the re-
ceiver was addressed in [319, 320, 321]. The impact of CSI errors to the performance
of STTrCs was inspected in [271] and iterative CSI estimation and STC decoding
in [322, 323, 324, 325]. The analysis of the probability of an erroneous un-coded
modulated transmission over MIMO channels with maximum-likelihood detection
and imperfect CSI at the receiver was presented in [326].

2.2.3 Space-time block codes

Owing to the linear matrix pre-coding at the transmitter that reduces the opti-
mal MLD at the receiver to simple linear combining, STBCs [327, 328, 329, 330]
represent an attractive open loop transmit diversity scheme that satisfies the rank
criterion for full transmit diversity over quasi-static fading channels but offers no
coding gain over uncoded system with the same diversity order. The transmission
period L to which the quasi-static nature of fading refers to here is rather short, i.e.,
typically L ≤ 2N is satisfied. A simple transmit diversity scheme for two transmit
antennas originally introduced in [331] and in a slightly modified form standard-
ized for third generation cellular systems [332], motivated authors in [327, 328] to
generalize such a signalling approach to an arbitrary number of transmit antennas.
The STBCs in combination with maximum ratio combining receive diversity, as
common to the majority of transmit diversity schemes, transforms a MIMO fad-
ing channel into a SISO channel with characteristics desirably close to Gaussian.
Numerous papers have studied the performance and optimization of different sin-
gle antenna coded modulations employed over such an equivalent SISO channel
[333, 334, 309, 335, 336, 337, 338, 339, 340, 341, 342, 343, 344, 345, 346, 347].

The STBCs’ underlying mathematical framework of orthogonal designs poses re-
strictions in terms of maximum achievable rates when complex signal constellations
are used. The schemes for more than two transmit antennas have a drawback of
decreased rate as compared to single transmit antenna systems. To preserve the
rate in such a case, the diversity order must be compromised with the code orthogo-
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nality, i.e., the level of self-interference induced [348, 349]. Additional parameters to
trade-off for good performance are given by the possibility to puncture a “mother”
code and change the modulation level in the employed single antenna coded modu-
lation [350]. The adaptation of STBCs to SC systems in frequency selective fading
channels was studied in [351, 352, 353, 354, 355]. It was further shown in [313] that
in frequency selective fading channels with LM+1 taps the diversity order exhibited
by the STBC’s matched filter bound is 2 (LM + 1) while that of the DD is LM + 2.
The channel estimation for STBCs was studied in [356].

2.2.4 Layered space-time coding architectures

The complexity of MLD decoding increases exponentially with the transmission rate
K (bps/Hz) and the number of transmit antennas N . Despite the recent efforts to
reduce such complexity by sub-optimal combining [357, 358], the optimal ST coding
designs for full rate MIMO transmission, commonly conditioned by K = N , are
mainly constrained to two transmit antennas.

Inspired by the lower bound on MIMO channel capacity (1.5) authors in [38]
proposed the Bell Labs Layered Space-Time (BLAST) architecture as a reduced
complexity, pragmatic method for achieving high bandwidth efficiencies in systems
with a large number of transmit and receive antennas. The introduction of BLAST
motivated the vast interest for design of different layered space-time (LST) coding
architectures that combine spatial multiplexing at the transmitter with different
sub-optimal linear and non-linear ST detectors at the receiver to assemble classical
single antenna channel codes to MIMO systems. In spatial multiplexing a single
data bit stream is demultiplexed through serial-to-parallel conversion into N data
sub-streams, commonly denoted as data layers that are independently interleaved,
modulated and transmitted simultaneously from N uncorrelated transmit antennas.
In the case of horizontally-LST coding each layer is transmitted only from its own
corresponding antenna. The preferred approach from [38], introduced as diagonally-
LST coding, assumed an additional cyclic permutation of layers among the transmit
antennas.

The sub-optimal non-linear detection proposed in [38] assumes successive zero
forcing (ZF) or minimum mean square error (MMSE) based interference suppression
of layers that are not yet detected combined with decision directed interference
cancellation of those layers previously detected. Since the linear spatial filtering
of the desired layer out of n interfering layers in the nth step of detection, n =
1, . . . N , requires n − 1 receive antennas, the order of receive diversity increases
successively from (M −N)+1 to M just like the diversity order in the lower bound
on MIMO capacity in (1.5). For SC based systems operating in frequency selective
fading channels, temporal equalization can be added to linear or decision feedback
interfaces to combat ISI at the receiver. Different non-linear receivers for LST codes
were further studied in [359, 360, 361, 362, 363, 364, 365, 366, 367, 368, 369, 370].
Spatial multiplexing systems with linear receiver interfaces were examined in [371,
372, 263] and with reduced complexity MLD in [373, 374]. Some of the above papers
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also include PEP analysis for sub-optimal linear and non-linear detection.
The LST codes can be implemented as horizontally-coded or vertically-coded

distinguished by the position of the serial-to-parallel converter before or after a
channel encoder, respectively [375, 376, 377, 378]. The horizontally-coded LST
code therefore employs a separate encoder for each of N data layers while in the
case of vertically-coded LST code outputs of a single encoder are de-multiplexed to
N data layers. The hybrid horizontal-vertical coding that commonly results in a
reduced transmission rate was also considered in [375]. A non-linear detector pro-
cesses the received signal along both the spatial and temporal domain in a manner
determined by the employed type of encoding and layering. The horizontally-coded
horizontally-LST coding offers improved decoded based decision directed interfer-
ence cancellation since in each step of detection, in between the interference sup-
pression and the interference cancellation, decoding of a given layer can take place
to reduce error propagation. For the vertically-coded horizontally-LST codes and
vertically-coded diagonally-LST codes decoding can start only after all the layers
have been detected. Therefore, interference cancellation is based on row decisions
though schemes are expected to benefit from the averaged SINR over successive
layers, i.e., spatial interleaving. For the horizontally-coded diagonally-LST code to
benefit from decoder aided interference cancellation, the codewords must be short
enough to span not more than a diagonal of a transmission matrix which may con-
siderably limit performance [379]. Another possibility applicable also for vertically-
coded diagonally-LST codes is to employ Viterbi trace-back [380] or per-survivor
processing [381] as in [382, 383].

The LST codes in general require M ≥ N and the dominant diversity order is
M−N+1 experienced in the first step of detection. The MLD aided detection of the
first few layers was considered in [384] as a possible way to overcome this problem
by adding some complexity. To retrieve full receiver diversity and further improve
the performance for different types of coding and layering the iterative detection
and decoding is commonly applied [375, 385, 376, 386, 383, 387]. After the first
stage of detection and decoding that comprises both the interference suppression
and decision directed interference cancellation, the successive stages employ only
the interference cancellation. Hard or soft decisions from the previous stages are
used to cancel the interfering layers enabling the full number of receive antennas to
be utilized for diversity reception.

A generalization of LST coding introduced as ZF array processing in [388] and
maximum SNR array processing in [389] proposed a pair-wise partitioning of an-
tennas at the transmitter for combined MIMO signal processing and ST decoding
at the receiver. Unlike LST codes where spatially multiplexed signals with equal
average transmitted power were detected in order of decreased post-detection SNR,
i.e., post-ordered detection, the order of detection in [388] and [389] followed the ad-
hoc unequal geometrical or arithmetical power allocation among different pairs of
transmitting signals respectively, i.e., pre-ordered detection. In [390] it was further
shown that post-ordered detection can substantially improve the performance of ZF
based array processing. Optimal power allocation for generalized LST coding was
studied in [391]. Unlike the classical horizontally-coded LST codes and vertically-
coded LST codes where powerful TuCs were employed as component codes, papers
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[388, 389, 390, 391] considered only the horizontally low-constraint length ST trellis
coded systems and the single user narrow-band case. Low complexity hard deci-
sion iterative detection and decoding for generalized LST coding was studied in
[392, 390].

A high-rate linear dispersion pre-coding that subsumes both LST codes and
STBCs as special cases was introduced in [393] and further studied in [394, 395,
396, 397]. The N × L ST transmission matrices are obtained as linear combina-
tions of unitary N × L basis matrices with the expansion coefficients being the
scalar complex-valued data symbols. The LST code seizes L = 1 and both the LST
code and the STBC assume that expansion coefficients are components of N data
layers in each time instant. The unitary basis matrices for linear spatial-temporal
data dispersion were chosen to maximize the mutual information between the trans-
mitted and received data symbols. Examining the available degrees of freedom for
transmission it was concluded that the maximal mutual information achievable with
LST coding is equal to the full multi-antenna channel capacity while for the STBCs
this is true only in the special case of M = 1. Much the same conclusions on the
optimality of LST coding with respect to attainable MIMO capacity were proven in
[398] based on the matched filter bound. Although similar capacity analysis for ST
coded modulations in general are not available, schemes designed to minimize PEP
with assumed MLD, i.e., ST coded modulation and STBC, were characterized as
optimal with respect to link reliability while the LST code was identified as optimal
with respect to channel capacity. As capacity maximization does not guarantee
good performance in terms of error probability, steps toward unified capacity and
reliability optimization were made in [394, 395, 396]. Other recent work on LST
coding include linear Walsh pre-coded LST codes in [399], threaded LST codes in
[400] and wrapped LST codes in [401].



3 Scope of the thesis

This thesis concentrates on the design and analysis of STCs optimized for high
bandwidth efficiency and transmission reliability under the assumption of no avail-
able CSI at the transmitter and optimal MLD with perfect CSI at the receiver.
The several interesting open problems that motivated the work of this thesis are
introduced in Section 3.1. The main contributions of the thesis are summarized in
Section 3.2. The relation to closely related parallel work in space-time turbo coding
is presented in Section 3.3.

3.1 Problem formulation

As seen from Subsection 2.2.2, high computational complexity constrained the truly
exhaustive computer searches for good STCMs primarily to low constraint length
STTrCs. Such codes were primarily devised to achieve the maximum transmit di-
versity gain. Due to their low memory order, optimization based on the secondary
importance design criterion resulted in rather modest coding gains. Further per-
formance improvements anticipated in Shannon’s channel coding theorem by an
increase in constraint lengths are hampered by the lack of systematic procedure for
reducing the cardinality of the searched class of codes. The recent ad-hoc attempt
to construct a large constraint length, 256-state STTrC in [402] resulted in a highly
non-optimized brute force solution as examined in Papers IV and V.

As another disadvantage of the limited degree of freedom, the different low mem-
ory order STTrCs are almost exclusively constructed for either slow or fast fading
channels. Therefore in the practical applications, characterized by extremely vari-
able Doppler frequencies, they commonly fail to demonstrate much needed robust-
ness. On the other hand, the main drawback of increased constraint lengths is the
prohibitively large decoding complexity, which may increase exponentially if optimal
maximum-likelihood decoding (MLD) is applied at the receiver. Therefore, robust
STCMs with large equivalent memory orders structured to allow sub-optimal low
complexity iterative decoding are needed. Furthermore, the state of the art in ST
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coding design is almost exclusively concentrated around design criteria targeting
the error coefficients, i.e., maximizing the minimum EHD and EPD. Such optimiza-
tion does not take into account either the effect of pair-wise error events with the
EHD and the EPD above the minimum nor the contribution of multiplicities to the
UB in (2.10). As a result, different codes with the same minimum EHD and EPD
sometimes resulted in different performance when compared through simulations.

3.2 Contribution of the thesis

To address the aforementioned open problems, Papers I and II proposed STTuCM
as one of the earliest MIMO coding designs built on the well established inter-
section of three fundamental coding concepts: combining several codes by code
concatenation; the random-like code design criterion; and that of sub-optimal it-
erative decoding. The systematic procedure for building an equivalent recursive
space-time trellis code (Rec-STTrC) based on the trellis diagram of an arbitrary
non-recursive STTrC was further introduced in Paper III and with slightly more
comprehensive notation in Paper VI. Papers I and II also demonstrated the impor-
tance of recursive versus non-recursive STTrCs for interleaved multi-antenna code
concatenations. While both parallel and serial concatenated STTuCMs have been
introduced in Paper I, the main focus in the subsequent work has been placed on
parallel code concatenation. Serial concatenated STTuCM from Paper I assumed
low-constraint length inner Rec-STTrCs and outer binary convolutional codes, re-
sulting in a signalling method with improved power efficiency but with a rate no
greater than in single antenna systems. To preserve full transmission rate, parallel
concatenated STTuCM employed punctured low constraint length Rec-STTrCs for
CCs resulting in increased coding and diversity gains over a variety of block fading
channels.

Papers IV, V, and VI studied the application of STTuCM to multi-antenna
OFDM based broadband wireless networks. Combined generalized LST coding
and STTuCM was advocated in Paper VII as a sub-optimal low-complexity scheme
for achieving high bandwidth efficiencies employing an arbitrary number of trans-
mit antennas. Although the considered signalling method is more general, Paper
VII assumed a frequency selective WCDMA downlink channel for the application
scenario. To further remove the complexity burden in future WCDMA mobile ter-
minals, Paper VIII proposed orthogonalized spatial multiplexing as a combination
of coded spatial multiplexing and WCDMA DD. Although some more advanced
multiuser detection based receiver can be applied, Paper VIII considered a simple
matched filter followed by the channel decoder.

For CCs in Papers I – VIII, the recursive versions of two transmit antenna QPSK,
8PSK, and 16QAM Tarokh et al. space-time trellis codes (Tarokh-STTrCs) from
[254] were applied. Rather severe puncturing with no particular optimization of CCs
resulted in destruction of rank properties of STTuCM. However, it was already
noticed from simulations in Papers I and II, that by replacing one of the CCs
with the original non-recursive Tarokh-STTrC, the resulting STTuCM manages to
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preserve the full spatial diversity over quasi-static fading channels in the region of
low to medium SNRs typically exhibited in practice. For block fading channels with
B > 1, the configuration with both Rec-STTrCs is preferable due to significantly
better performance.

The simulation results motivated the theoretical studies on DS interpretation and
the UB performance of STTuCM over slow fading channels in Paper IX and fast
fading channels in Paper X. Analysis confirmed the behavior seen in simulations
of the above two recursive and non-fully recursive configurations over block fading
channels. Revealing the similar effect of spectral thinning as in single antenna binary
TuCs, the DS analysis gave good insight into the importance of multiplicities for
ST coding design. To enable the analysis tractable, the information interleaver
between CCs in parallel concatenation was assumed to be random with a uniform
distribution resulting in the upper bound of the performance of MLD averaged over
all different information interleavers. The modified design criteria for STCs that
capture the joint effects of error coefficients and multiplicities in a two dimensional
code’s DS have been introduced in Papers XI and XII. Applied to STTuCM, such
DS optimization produced a new set of two antenna QPSK CCs, which with no
merits as a stand-alone STTrCs, resulted in a robust parallel concatenated ST
coding scheme with improved performance over both slow and fast fading channels.

A recursive systematic form with a primitive equivalent feedback polynomial
was assumed for CCs to assure good convergence of iterative decoding. Iterative
decoding convergence analysis based on the Gaussian approximation of the extrin-
sic information was studied further in Paper XI to validate such assumptions. The
introduced DS interpretation with respect to an arbitrary defined EHD and EPD is
applicable to the general class of GNU CCs. The adopted transform domain model
with generator polynomials enables the straightforward optimization of CCs for
an arbitrary number of transmit antennas and modulation levels. The interesting
special case of CC optimization for single antenna TuCMs over AWGN or fading
channels is left for future work. With no constrains on the implemented information
interleaving, the STTuCM constructed from the newly introduced recursive system-
atic space-time trellis codes achieved full spatial diversity over quasi-static fading
channels. This condition is identified as the most restrictive one for robust perfor-
mance over a variety of Doppler spreads. This leaves a great deal of freedom for
information interleaving optimization, which is an interesting topic left for future
work. Finally, the pros and cons of bit and symbol level processing with respect
to the DS were discussed in Paper XII. From the above, the scope of the thesis is
easily identified as a combination of turbo coding and ST coding.

3.3 Closely related parallel work

In parallel to the development of this thesis there have been other independent
proposals in the literature for coherent ST coding schemes motivated by the turbo
coding principle. Different parallel [403, 404, 405, 406, 407, 408] and serial [403, 409]
concatenated space-time turbo codes can be mainly distinguished based on the
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single antenna TuCMs they were augmented from.
The STTuCM proposed in this thesis employs recursive versions of STTrCs

for CCs in parallel concatenation. This STTuCM and different ST turbo coding
schemes studied in papers [403, 404, 405] can be characterized as generalizations of
single antenna TuCM from [196] to multiple antenna systems. Papers [403, 404, 405]
and accompanied papers [410, 411, 412, 413] considered mainly two transmit an-
tenna BPSK, QPSK, and 8PSK constituent STTrCs. The main features distin-
guishing the approach proposed in this thesis compared to papers [403, 404, 405]
will be more apparent after examining the system model in Section 4.1. Here we
only outline that apart from different CCs, the scheme in [403] applied no punctur-
ing, resulting in an ST TuC with reduced rate as compared to its CCs. Also, due
to the structure of the information interleaver, schemes in [404, 405] were designed
to operate on the symbol level while the STTuCM advocated in this thesis operates
on the bit level. Also, no particular optimization for the resulting parallel con-
catenated coding scheme other than that regularly applied for CCs as stand-alone
STTrCs was assumed in [403, 404, 405].

The ST turbo coding scheme suggested in [406] and further studied in [414, 415,
416] can be characterized as multiple transmit antenna extension of TuCM from
[194]. The binary outputs of a classical single antenna TuC were interleaved and
spatially multiplexed to a number of transmit antennas. In such a way, transmis-
sion layers are formed similar to vertically-coded horizontally-LST coding. Different
spectral efficiencies are obtained by varying the TuC rate, the number of transmit
antennas N = 2, . . . , 8, and the constellation size in the range of BPSK, QPSK,
8PSK, and 16QAM. At the receiver, the LLRs for each encoded bit were calculated
by the soft output demodulator and after de-interleaving passed to the standard
binary turbo decoder. Iterative demodulation and decoding was also considered for
further performance improvement in [415]. Lacking any optimization, such a prag-
matic approach to STCM did not guarantee full spatial diversity over quasi-static
fading channels. However, due to its flexibility and improved performance over
block fading channels, when B > 1, it attracted much attention in the literature.
Since essentially any traditional single antenna channel code can be employed with
the above system model, e.g., paper [417] considered block TuCs, the above sepa-
rated coding and modulation scheme can be also characterized as a multi-antenna
BICM. The spatial multiplexing related issues were further studied in [418]. A sim-
ilar approach to ST turbo coding was considered in [408] where each of the BPSK
outputs from a rate 1/2 (1/3) binary TuC was assigned to one of N = 2 (N = 3)
transmit antennas. To prevent an all-one input bit sequence from destroying the
rank property of a code, the information deinterleaving was added at the second
(the third) transmit antenna. A computer search for the particular information
interleaving realization that combined with the TuC generator polynomial satisfy
binary rank criterion at the output of a ST TuC [286] was performed to secure full
spatial diversity over quasi-static fading channels. Nevertheless, the transmission
rate of the scheme was no higher than in single antenna systems.

An extension of single antenna TuCM from [197] to multi-antenna transmission
was proposed in [407] and further studied in the companion papers [419, 420]. Sim-
ilar to [197], during each trellis transition, the recursive systematic binary trellis
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of the CC in parallel concatenation, adopting an even number of consecutive input
bits denoted as input symbol, produces a number of unmodulated output bits. In
each CC, half of the systematic bits are punctured and the remaining systematic
and parity bits are mapped to a QPSK complex constellation. After being channel
interleaved the two QPSK symbols from CCs are either transmitted directly, each
from its own transmit antenna or with an optional multiplexer that alters the two
transmit antennas every second time instant. At the receiver, the LLRs for each
encoded bit were calculated by the soft output demodulator and passed to the cor-
responding symbol-by-symbol MAP decoder. Iterative demodulation and decoding
was also considered therein. Referring to Section 2.1, the above scheme was de-
signed to operate on the symbol level. Similar to [408], the computer search for
particular information and channel interleaving realizations that combined with the
CCs’ generator polynomials satisfy the QAM binary rank criterion [299] at the out-
put parallel concatenated scheme was performed to secure full spatial diversity over
quasi-static fading channels. The asymptotically good de-correlation properties be-
tween the two CCs’ outputs for long information interleavers were identified in [421]
as the main attribute for its good performance. However, the presented approxi-
mate analytical performance evaluation based on the above correlation properties
was rather loose. For performance improvement over slow frequency flat fading
channels, the time-varying linear transformation at the transmitter and receiver,
similar to the phase sweeping transmit diversity from [422] was considered in [423].
Likewise, in [424] the emphasis was put on the improved encoder and decoder pro-
cessing.

The extension of serially concatenated single antenna TuCM [159] to multiple
antenna transmission featuring different recursive inner STTrCs was apart from in
Paper I, independently studied in [403, 425]. Non-recursive inner STTrCs were
utilized in [426, 427] and similarly in [428] where iterative decoding was applied
to a serial concatenation of an outer single antenna TuCM and an inner general-
ized DD scheme. In [429], the BICM was employed for the inner code in a serial
concatenation. A different approach to serial concatenated multi-antenna TuCM,
advocated for quasi-static fading channels was proposed in [409]. Prior to complex
constellation mapping of size 2K , each of N STTrC’s integer outputs from Z2K were
independently interleaved and encoded by a rate one inner code. Similar to single
antenna TuCM from [163], such an accumulator defined here over the ring of inte-
gers Z2K , combined with interleaving and iterative decoding enabled considerable
performance improvements without sacrificing the data rate. A similar scheme was
further studied in [430]. The PEP of a serially concatenated STTuCM was inter-
preted in [425, 431] in a suitable form to underline the design guidelines for CCs
and stress the importance of recursive inner codes for achieving interleaving gains.
However, no performance analysis was performed therein.

The DS and UB performance analysis of multi-antenna TuCMs were in the cur-
rent literature, apart from in Papers IX and X, also addressed in [404] over AWGN
channels and in [410, 411] over quasi-static fading channels. In an analogy to a
similar single antenna TuCM analysis from [236, 239], the authors in [404, 410, 411]
added additional interleaving between encoding and modulation to enable tractable,
transfer function based enumeration of the DS with respect to Hamming distance
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in the CCs. However, such a radical discrepancy towards the simulation model,
which utilized the parallel concatenated ST trellis coded modulations, is difficult
to justify. A similar analysis was recently conducted in [432], though with a more
closely related simulation system model from [415].



4 Summary of the original publications

This chapter briefly summarizes the main contributions of the thesis and gives
guidelines for reading the appended original publications. The chosen sectioning
reflects the various important aspects of STTuCM, which is newly introduced and
studied in this thesis. The system model and design issues are summarized in
Section 4.1. The performance evaluation under different application scenarios is
reviewed in Section 4.2. The main contributions in terms of performance analysis
are outlined in Section 4.3. The constituent code design and optimization based on
DS and iterative decoding convergence is summarized in Section 4.4.

4.1 System model of space-time turbo coded modulation

The STTrCs in the literature are mostly designed in feed-forward convolutional
form, i.e., they are not suitable for interleaved code concatenations. The trellis
diagrams of the 4-, 8-, and 16-state Rec-STTrCs for K = 2 bps/Hz employing two
transmit antennas and QPSK modulation are given in the appendices of Papers
I and II. The two transmit antenna 8-state 8PSK Rec-STTrC for K = 3 bps/Hz
and 16-state 16QAM Rec-STTrC for K = 4 bps/Hz are appended within Paper
III. Notice that in all cases the condition Z = K holds, i.e., the expansion is
done only in the antenna space. Paper VI further systematizes the procedure used
in Papers I, II, and III for building Rec-STTrCs. The method from Paper VI
assures an infinite impulse response to the transfer function by reorganizing the
input/output transitions in the trellis diagram of the original, non-recursive STTrC.
The Rec-STTrCs from Papers II and III, which are utilized as CCs in the STTuCM
throughout Papers I – VIII are built upon the Tarokh-STTrCs. The procedure is
readily applicable to an arbitrary feed-forward STTrC.

Paper I introduced serial concatenated STTuCM. The transmitter employed an
outer 4-state binary convolutional encoder concatenated through an information
interleaver to the inner 4-state QPSK Rec-STTrC. The importance of recursive
versus non-recursive inner STTrCs for large information interleaving lengths when
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iterative decoding is implemented at the decoder is demonstrated in Paper I. Since
this thesis mainly focuses on the parallel concatenation of constituent STTrCs, the
system model of parallel concatenated STTuCM is examined here briefly. For more
details on the encoder, information interleaving, and decoder, the reader is referred
to Papers I and VI. Also, if not stated differently, the STTuCM will rigorously
denote the parallel code concatenation in the sequel.

4.1.1 Encoder

Consider the block diagram of the STTuCM encoder in Fig. 4.1 built as the inter-
leaved parallel concatenation of two CCs followed by puncturing and/or multiplex-
ing. The input information frame x = [x (1) , x (2) , . . . , x (L)] consisting at each
time instant l, l = 1, 2, . . . , L, of a sequence of K bits x (l) = [x1 (l) , x2 (l) , . . . ,
xK (l)] is first encoded by the first component encoder to produce a coded frame
c1 =

[
c1 (1) , c1 (2) , . . . , c1 (L)

]
. At each time instant l, the coded frame consists of

N complex symbols c1 (l) =
[
c1
1 (l) , c1

2 (l) , . . . , c1
N (l)

]
each belonging to 2Z complex

constellation with a unit average energy. Remember that for most of the STTrCs
in the literature, the condition Z = K holds, i.e., the expansion in multi-antenna
TrCM is done only in the antenna space. The πO/πE interleaved version of the
input information sequence is then encoded by the second component encoder to
produce a coded frame c2 =

[
c2 (1) , c2 (2) , . . . , c2 (L)

]
of the same structure. Mul-

tiplexing assumes that at each time instant, only one of the component encoders has
access to N transmit antennas. Without puncturing, the resulting rate of parallel
concatenation is halved as compared to CCs. The coded STTuCM frame in such
a case is denoted by c = [c (1) , c (2) , . . . , c (2L)], c (l) = [c1 (l) , c2 (l) , . . . , cN (l)]
with c (2l − 1) =

[
c1
1 (l) , c1

2 (l) , . . . , c1
N (l)

]
and c (2l) =

[
c2
1 (l) , c2

2 (l) , . . . , c2
N (l)

]
.

When puncturing is applied to preserve the overall rate, the resulting STTuCM
coded frame becomes c = [c (1) , c (2) , . . . , c (L)] with c (l) = c1 (l) for l odd and
c (l) = c2 (l) for l even. The symbol cn (l), n = 1, 2, . . . , N is associated to transmit
antenna n during time instant l. Prior to transmission, the symbol stream on each
transmit antenna is channel interleaved with the same symbol wise interleaving πc.

4.1.2 Information interleaving

Without puncturing, the information interleaver πO/πE is modelled as a single
pseudo-random bit-wise interleaving of length LK with no particular constraints. In
the case of puncturing, the following restrictions hold. Let us introduce a union set
operation I (l) = ∪{(l − 1)K +1, . . . , (l − 1) K +K} defined over the set of integers
{l}. Consider the two unordered integer subsets IO and IE defined as IO = I (l)
for l odd and IE = I (l) for l even with IO ∩ IE = ∅, IO ∪ IE = {1, . . . , KL}. Let
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Fig. 4.1. Block diagram of the encoder.

i and the pseudo-random bit-wise permutation π (i), denote the position of a bit in
the input information frame before and after information interleaving, respectively.
Function π (i) is defined as a bijective, i.e., ∀i ∈ IO ⇒ πO (i) ∈ IO, ∀i ∈ IE ⇒
πE (i) ∈ IE. Therefore, interleaving consists of two independent pseudo-random
bit-wise interleavers πO and πE for l odd and l even, respectively. Each πO and πE

is of length LK/2. This assures in spite of puncturing equal error protection for all
input information bits.

Apart from different CCs, the main feature that distinguishes the STTuCM pro-
posed in this thesis from similar schemes studied in parallel in papers [403, 404, 405]
is the structure of the information interleaver. In [403] no puncturing was con-
sidered, therefore a single pseudo-random bit-wise interleaver of length LK was
applied. In [404] a single symbol-wise pseudo-random interleaver of length L was
utilized. Due to additional symbol de-interleaving employed after the second CC,
the input information bits were equally protected. However with no constrains
imposed on the information interlever, the second CC was non-uniformly punc-
tured. In [405] the same symbol-wise odd–even information interleaver from [196]
was adopted. Like the one implemented in [404], such an interleaver assures that
the positions of the input bits in the input symbol x (l) = [x1 (l) , x2 (l) , . . . , xK (l)]
remain unchanged. The interleaver utilized in this thesis enables the mapping of
input bits from the given even (odd) input symbol to any position of any even (odd)
symbol.
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4.1.3 Decoder

The block diagram of an STTuCM decoder is depicted in Fig. 4.2. Prior to iterative
decoding, channel de-interleaving and received signal de-multiplexing is undertaken.
In the case of puncturing, the erasures in the de-multiplexed signals are filled with
zeros. The component codes are decoded by symbol-by-symbol MAP decoders. Due
to assumed pseudo-random bit-wise information interleaving, additional symbol-to-
bit and bit-to-symbol reliability transforms are applied so the exchange of extrinsic
information between the two component decoders during iterative decoding is done
on the bit level. Therefore the scheme designed and studied in this thesis operates
on the bit level. When symbol-wise information interleaving is employed, as in
[404, 405], the exchange of extrinsic information can be done directly on the symbol
level. Therefore symbol-to-bit and bit-to-symbol reliability transforms are avoided
and the resulting scheme operates on the symbol level. For more details on the
component MAP decoders, symbol-to-bit and bit-to-symbol reliability transforms,
and iterative decoding operating on the bit and symbol level the reader is referred
to Paper VI.

4.2 Application scenarios

This section summarizes the application of the newly introduced method for build-
ing Rec-STTrCs and parallel concatenated STTuCM applied to Tarokh-STTrCs un-
der narrowband frequency flat fading channels in Subsection 4.2.1 and for broadband
OFDM wireless local area networks in Subsection 4.2.2. An application including
some novel transceiver designs for WCDMA systems is summarized in Subsection
4.2.3.
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4.2.1 Narrowband frequency flat fading channels

Papers I, II, III, and VI considered the application of STTuCM under the fre-
quency flat fading channel model in (2.1). Block fading was assumed with the
number of independent fading realizations per transmission frame B taking values
from B ∈ {1, 2, 4, L}. For B = 1, the channel is denoted as quasi-static or slow,
while the B = L case, referred to as fast fading, represents the artificial case of an
ideally channel interleaved system. The block fading model is in general suitable
for fading channels in which a certain block of adjacent transmitted symbols are
affected by highly correlated fading path gains. The length of the block may be
considered as a first approximation of the channel’s coherence time for SC systems
or the channel’s coherence bandwidth in MC systems. Since the MC case is cov-
ered independently in the next subsection, the results reviewed in this subsection
illustrate the performance of TDMA systems, like GSM, IS-136, or enhanced data
rates for GSM evolution (EDGE). The EDGE system relies on bandwidth efficient
8PSK modulation but has adopted the same underlying GSM frame structure where
transmitted data is organized into 4 or 8 bursts and where optional frequency hop-
ping between bursts is included in the standard. Papers I and II consider QPSK
modulation while in Papers III and VI the study cases are extended to 8PSK and
16QAM modulation.

Paper II demonstrates the importance of Rec-STTrCs for the good performance
of parallel concatenated STTuCM. Examining the slopes and horizontal shifts of the
simulation curves, it becomes obvious that large diversity and coding gains can be
achieved with this newly introduced signalling method without sacrificing data rate.
A quite severe puncturing with no particular optimization of CCs resulted in de-
stroyed rank properties of the STTuCM over quasi-static fading channels. However,
it was already noticed from simulations in Papers I and II that the non-fully recur-
sive configuration, built by replacing one of the CCs with the original non-recursive
Tarokh-STTrC, preserves full spatial diversity over quasi-static fading channels in
the low-to-medium SNR region, typically exhibited in practice. Already for B > 1,
the configuration with both Rec-STTrCs was found to be preferable due to signif-
icantly better performance. Such behavior was initially attributed to the fact that
both CCs in the non-fully recursive STTuCM were terminated at the end of the in-
formation frame while in the fully recursive STTuCM the second CC was left open.
The true reason for the diverse behavior of the above two configurations over quasi-
static and fast fading channels was unveiled in Papers IX, X, and XII by studying
the rank deficient parts in the DS and its detrimental effects on UB performance.
For the sake of fair comparison with low-constraint STTrCs, whose frame error rate
(FER) performance severely deteriorates with increased frame sizes, Papers II, III,
and VI assumed LK = 130. Papers I and XII further demonstrated that consid-
erable performance improvement of STTuCM, directly proportional to B, can be
achieved by increasing its frame size.
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4.2.2 Broadband OFDM based wireless local area networks

To calculate the capacity of a frequency-selective fading channel, Shannon sliced the
considered bandwidth into infinitesimal frequency flat sub-bands, inspiring the ca-
pacity approaching signalling strategy [44]. In OFDM, sub-bands remain mutually
orthogonal despite their spectral overlapping. In the limit case of a large number
of sub-carriers, the total occupied bandwidth is reduced by half compared to clas-
sical FDM systems. Due to its bandwidth efficiency and suitability for high data
rates, OFDM has been chosen as a modulation scheme for physical layer in several
wireless standards and system proposals, e.g., digital audio and video broadcasting
(DAB, DVB) in Europe and the three broadband WLANs, European Hiperlan/2,
American IEEE 802.11a, and Japanese MMAC [433].

The combined channel coding and interleaving across both adjacent sub-carriers
and consecutive OFDM symbols is an efficient method for capturing the available
frequency and temporal selectivity in a channel [434]. Adding multiple uncorre-
lated receive antennas in combination with maximum ratio combining, equal gain
combining or selection combining on individual sub-carriers, commonly denoted
as narrowband combining or on entire OFDM symbols, also known as wideband
combining, provides additional spatial diversity in a straightforward manner. To
move the complexity burden from MSs, a number of transmit diversity schemes for
multi-antenna OFDM have been proposed and studied recently. Assigning different
clusters of sub-carriers in an OFDM symbol to different transmit antennas, the in-
herent orthogonality between sub-carriers was exploited to separate multi-antenna
transmissions at the receiver in [435, 436, 437]. The artificially increased multi-
path propagation obtained by applying the DD to OFDM systems was studied in
[438]. A similar effect acquired by introducing a transmit antenna specific phase
shift prior to OFDM modulation was considered in [439, 440, 441]. The permu-
tation transmit antenna diversity combined with an MMSE receiver was studied
in [438]. The above OFDM transmit diversity methods, as seen by single an-
tenna channel codes employed therein, commonly transform an MISO channel into
an equivalent SISO channel with increased frequency selectivity. The STBC as a
unique transmit diversity scheme that can be applied for MIMO-OFDM over multi-
antenna and, consecutive OFDM symbols or adjacent sub-carriers, was considered
in [442, 443, 444, 445, 446, 447, 448].

Authors in [449] were among the first to propose simultaneous coding across
multiple transmit antennas and OFDM tones, so called space-frequency (SF) cod-
ing. An outer high rate Reed-Solomon code was concatenated with an inner 16-state
Tarokh-STTrC, optimized for frequency flat quasi-static fading channels. Neverthe-
less, the proposed scheme resulted in considerable bandwidth and power efficiency
gains compared to the Reed-Solomon coded clustered OFDM transmit diversity
from [435]. Examining the PEP of the SF coded systems, it was further concluded
in [444] and independently in [402] that the maximum achievable diversity order
in multi-antenna frequency-selective fading channels is bounded by NMLM, i.e.,
the product of the number of transmit antennas, the number of receive antennas,
and the number of discrete multipaths. Based on the design criteria for SF codes
derived in [444] and the design rules established in [450], some preliminary SF code
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designs were recently presented in [451]. Such linear SF block codes, designed to
achieve the full SF diversity in SF channels, still suffer from decreased data rates
as compared to SISO systems in spite of the large constellation sizes they exercise.

In [444], it was further argued that STCs designed for fast fading channels,
although not-necessarily being optimal in an SF setting, are expected to achieve a
certain order of SF diversity. Motivated by the general relation between the code’s
EHD and the achievable diversity gain, authors in [402] adapted large constraint
length TCMs to MIMO-OFDM. A class of rate 2/3 8PSK TCM, optimized for large
EHD over single antenna fast fading channels was transformed into a rate 2/4 QPSK
SF code for two transmit antennas. Splitting the original 8PSK mapping into two
QPSK mappings, one for each transmit antenna, preserved the code’s EHD. The
sub-optimality of such an approach that does not account for the spatial diversity
induced increase in the EHD, i.e., the rank of the MIMO SM in 2.3, was revealed
in Paper IV. In their companion paper [452], authors recently considered the SF
interpretation of the multi-antenna turbo coded modulation from [415] with the
binary single antenna TuC being replaced by a Low Density Parity Check code.
Presuming perfect frame and sample clock synchronization between the transmitter
and receiver, the space-frequency representation of a MIMO-OFDM system can be
directly plugged into the system model in (2.1) with coefficients αmn (ns) modelling
the fading samples on sub-carrier ns, instead of time instant l.

Stimulated by the largely increased diversity and coding gains exhibited over dif-
ferent narrowband block fading channels, Papers IV, V, and VI applied STTuCM
over the SF domain. The coded frame was assumed to cover multiple successive
OFDM symbols, which in general gave rise to simultaneous space, frequency, and
time coding. Nevertheless, owing to low mobility and delay constraint assump-
tions valid for most current wireless systems, the frequency domain representation
of multipath fading was modelled as quasi-static during one coded frame. Paper
V utilized the MIMO-OFDM system parameters from [449, 402] and evaluated the
performance over a two-path equal power channel. Papers IV and VI extended the
study by adopting the physical layer parameters from the Hiperlan/2 and IEEE
802.11a WLAN standards and considered some specific ETSI-BRAN broadband
wireless channels. A simple way of combining SF coding with OFDM DD for the
artificially increased frequency selectivity of MIMO channels was proposed in Pa-
per V and further studied in Paper IV. The STTuCM designed for 2bps/Hz with
2 transmit antennas and QPSK modulation utilized an additional 2 transmit an-
tennas for DD in Paper V. Similarly, the sub-optimal, low complexity method for
bandwidth efficient SF coding over 4 transmit antennas was considered in Paper
IV where STTuCM for 4bps/Hz with 2 transmit antennas and 16QAM modulation
was combined with DD. In summary, the STTuCM applied over multi-antennas
and OFDM tones was concluded to perform within 2.5 dB of outage capacity for a
variety of practical OFDM constrained broadband MIMO channels.

The application of different low constraint-length STTrCs to the SF domain was
recently considered in [453], and in [454] where the measured broadband MIMO
spatially correlated channels were utilized. Paper [455] considered the design criteria
for SF codes with the assumption of sub-carrier grouping at the transmitter. When
applied as SF codes over frequency selective channels, the LST coding demands quite
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involved sub-carrier based spatial filtering at the receiver [456, 457]. Paper [458]
applied generalized LST coding to MIMO-OFDM. Each layer in a horizontally coded
system employed the 16-state STTrC from [254] designed for 2 transmit antennas
and quasi-static fading. A further study in [459, 460] included for comparison the
2 transmit antenna 16-state STTrCs from [295, 297] designed for quasi-static and
fast fading. Papers [459, 460] also proposed some ad-hoc designed 16- and 256-state
STTrCs for 4 transmit antennas and QPSK modulation that resulted in improved
performance over SF domain.

The application of STTuCM to a MIMO-MC-CDMA downlink was recently stud-
ied in paper [461]. It is one of the first references to address the ambiguous receiver
design problem for systems characterized by an interesting trade-off between space-
frequency diversity and multiuser orthogonality.

4.2.3 Wideband code-division multiple-access systems

In CDMA systems diversity plays an important role since any improvement in power
efficiency eventually increases the system’s soft limited capacity. Supporting the
recent standardization of third generation cellular systems and its harmonization
by a number of standard bodies in Europe, the USA, and Japan [332], a large
embodiment of research has been focused on transmit diversity for WCDMA systems
[462, 463, 464, 465, 466, 467, 468, 469, 470, 471, 472, 339]. Apart from broad
coverage and a large number of low data rate users, these systems are envisioned to
provide high peak data rates to individual users and to concentrate large amounts of
traffic in localized spots. The MIMO signal design for improved bandwidth efficiency
therefore draws special attention from vendors and operators of the coming third
generation cellular systems. The application of different STCs from Section 2.2 to
MIMO WCDMA systems is straightforward and has been studied extensively in
the literature. Some of the basic references include [473, 474, 475, 339, 476]. The
application of STCs and serial concatenated STTuCM to S-UMTS systems was
examined in [477].

The LST codes from Subsection 2.2.4 have been mainly employed under differ-
ent horizontally and vertically coded architectures using powerful single antenna
channel codes. The application scenario commonly assumed WCDMA systems
over frequency selective fading channels. The generalized LST codes on the other
hand, considered only horizontally low-constraint length ST trellis coded systems
and the single user narrow-band case. Paper VII studied generalized LST coding
for a MIMO WCDMA downlink over frequency selective Rayleigh fading chan-
nels. The STTuCM for 2 transmit antennas has been adapted for more than two
transmit antennas by combining array processing and ST turbo decoding at the re-
ceiver. Performance was evaluated in the (4,4) MIMO case with QPSK modulation.
Both horizontally and vertically coded systems have been considered. The maxi-
mum SINR post-ordering array processing was first introduced and showed to offer
considerable performance gains compared to ZF post-ordered detection [390] and
pre-ordered both maximum SINR [389] and ZF [388] array processing. The spatial
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filtering, applied at the output of each finger in the RAKE receiver, was followed by
a multipath combiner incorporated into the decoder’s metric. The scheme is more
generally applicable as a sub-optimal low-complexity MIMO signalling method for
an arbitrary number of transmit antennas in narrowband and OFDM based broad-
band systems. An alternative way of post-ordered array processing for WCDMA
systems was further introduced and denoted as group-wise BLAST. As in BLAST,
[360] the sufficient statistics for detection were first collected by space-time mul-
tipath combining. The post-ordering ZF and MMSE based spatial filtering was
then applied to the equivalent matrix system model by operating on its succes-
sive entries, the number of which being equal to the number of transmit antennas
grouped into one transmission layer. The possibilities for further improvements with
low complexity hard decision iterative interference cancellation and decoding were
also demonstrated. Paper VII concluded that STTuCM applied to the horizontally
coded generalized LST coding with MMSE based group-wise BLAST processing at
the receiver offers improved performance compared to other considered LST coding
architectures.

The application of delayed versions of the same spreading code to different indi-
vidual transmit antennas was proposed in [478] and further analyzed in [479, 480,
481, 482] as a WCDMA DD scheme. Exploiting multiple transmit antennas for
the same throughput as in single antenna systems, the above method increased the
power efficiency and system capacity in CDMA systems by creating artificial fre-
quency selectivity in indoor low delay spread environments. A similar effect was
achieved by applying the outputs of a low-rate super-orthogonal TuC to different
transmit antennas in [483]. To further remove the complexity burden in mobile ter-
minals and to increase the throughput in MIMO WCDMA downlink systems over
frequency selective Rayleigh fading channels, Paper VIII utilized the good corre-
lation properties of Walsh-Hadamard spreading codes to separate spatially multi-
plexed transmit signals at the receiver. A delayed version of the same spreading
code was applied to different individual transmit antennas or alternatively groups
of transmit antennas. The two schemes were denoted as orthogonalized spatial
multiplexing with a resolution of one or two, respectively. In the considered low
mobility environments, serial-to-parallel conversion in combination with orthogonal-
ized transmission from different uncorrelated transmit antennas served as a unique
spatial interleaving to the employed powerful channel coding schemes, i.e., TuC and
STTuCM. The newly introduced method preserved the allocated number of spread-
ing codes and enabled simple detection utilizing a RAKE receiver. Since signals
are already separated at the transmitter there were no restrictions in terms of the
minimum required number of receive antennas. The diversity level of the system
was proportional to the number of employed receive antennas. It was further shown
that the number of antennas at the receiver is determined by the level of interfer-
ence in the system and the desired system performance and is typically lower than
that in LST coding architectures. The application of more advanced receivers for
further improvement and/or reduction in the required number of receive antennas
is left for future work. The somewhat similar schemes to orthogonalized spatial
multiplexing with resolution one were studied in [484] applying Gold codes and in
[485] where spatial multiplexing was combined with multi-code transmission at the
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expense of a reduced number of available spreading codes.

4.3 Performance analysis

The theoretical analysis in this section is aimed at better understanding the reasons
for the outstanding performance of STTuCM seen in simulations. The main con-
tributions include the DS interpretation in Subsection 4.3.1, UB over slow and fast
fading channels in Subsection 4.3.2, and the iterative decoding convergence analysis
in Subsection 4.3.3.

4.3.1 Distance spectrum interpretation

The two-dimensional DS iterpretation of the punctured full-rate STTuCM with re-
spect to the EHD and EPD over quasi-static and fast fading channels was introduced
in Papers IX and X, respectively. To enable a tractable analysis, both the odd and
even bite-wise pseudo-random interleavers from Subsection 4.1.2 were assumed to
have a uniform distribution resulting in the DS averaged over all possible interleav-
ing realizations. For the given error event {c → e} over slow fading channels, the
eigenvalue-equivalent SM in (2.7) can be decomposed as

C̃s,1slow (c, e) = C̃s,1slow

(
c1, e1

)
+ C̃s,1slow

(
c2,e2

)
(4.1)

with separated terms contributed from the error events {c1 → e1} and {c2 → e2},
in the first and the second CC, respectively. In addition to the SM, each error event
{ci → ei}, i = 1, 2, in the ith CC is identified by an 2K component Hamming
distance vector between the information sequence x and its erroneous counterpart
x̂ related to coded sequences ci and ei, respectively. For K = 2 the components of
the newly introduced Hamming distance vector enumerate the number of bit posi-
tions of type {xk (l) , x̂k (l)} = {0, 1} and type {xk (l) , x̂k (l)} = {1, 0} in the two
information interleavers. The sum over the components of the Hamming distance
vector is naturally equal to the Hamming distance between x and x̂. The multi-
plicity of the SM in (4.1) has been obtained as a product of multiplicities of the two
de-multiplexed error events averaged by the probability of their joint occurrence.
Since the two CCs share the same information error event {x → x̂}, only the error
events {c1 → e1} and {c2 → e2} with the same value of the Hamming distance
vector can be statistically combined. The DS of STTuCM with respect to all the
different Hamming distance vectors and the SMs has been evaluated first. For each
SM in such a DS, the rank and the geometric mean of its eigenvalues have been
calculated to get the DS of STTuCM with respect to the Hamming distance vector,
the EHD, and the EPD. The DS interpretation of STTuCM over AWGN channels
can be easily also evaluated at this point since the Euclidean distance between c
and e is equal to the trace of the SM in (4.1).
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The general algorithm (GA) originally introduced in [285] for the DS enumeration
of the general class of GNU trellis codes has been modified in Paper IX to enumerate
all single error events in punctured CCs with respect to to their Hamming distance
vector and the eigenvalue-equivalent SM. The algorithm consists of five phases:
i.e., initialization, the main step, the comparisons, the check for merging paths,
and the end of the algorithm. Being proportional to the square of the number
of encoder trellis states Q, the computational complexity of the GA has not been
a considerable issue as it was applied for low constraint-length CCs. Unlike the
convolutional codes where compounded error events can be expurgated from the
UB without loss of accuracy [486], the proper representation of the STTuCM, as for
any block code, requires enumeration of the concatenated error events. The single
error events that diverge from an arbitrary state q, q = 1, . . . , Q at time instant
l = 1, 2, were after enumeration with the GA concatenated to form a set of all
compounded error events diverging in an arbitrary time instant l, l = 1, . . . , L and
consisting of an arbitrary number of single error events. The DS interpretation of
STTuCM over quasi-static fading channels was applied for the FER UB analysis in
Paper IX and for design of the new CCs for robust STTuCM in Paper XI.

On fast fading channels, de-multiplexing the error event {c → e} onto {c1 → e1}
and {c2 → e2} directly decomposes the EHD and EPD as

∆H (c, e) = ∆H

(
c1, e1

)
+ ∆H

(
c2, e2

)
(4.2)

∆P (c,e) =
(
∆P

(
c1, e1

))∆H( c1,e1 )
∆H(c,e)

(
∆P

(
c2,e2

))∆H( c2,e2 )
∆H(c,e) . (4.3)

The above properties of the SM from (2.8) directly follow from (2.9). For the ith
CC, ∆H

(
ci, ei

)
denotes the number of non-zero eigenvalues λl in (2.9) for l = 2j+i,

j = 0, . . . , L/2 − 2 while ∆P

(
ci, ei

)
is their geometric mean. The multiplicity of

the error events {c → e} with the EHD and the EPD given by (4.2) and (4.3) has
been obtained as a product of multiplicities of the two de-multiplexed error events
{c1 → e1} and {c2 → e2} averaged by the probability of their joint occurrence. As
in the slow fading case, only the error events with the same value of the Hamming
distance vector were statistically combined. The DS with respect to the Hamming
distance vector, the EHD, and the EPD in each of the CCs was enumerated in Paper
X applying the modified GA. Following the concatenation of single error events into
compounded error events, the distance spectra from the two CCs were statistically
combined to arrive at the DS of STTuCM with respect to to the Hamming distance
vector, the EHD, and the EPD. The DS interpretation of STTuCM over fast fading
channels was applied for the FER UB analysis in Paper X and for further STTuCM
optimization in Paper XII. Notice that the DS interpretation in general can be
efficiently utilized for the code-matched information interleaving design, as was
done for the single antenna binary TuCs in [125].
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4.3.2 Union bound over slow and fast fading channels

Let us truncate the UB in (2.10) by replacing set D with its subset P. The subset
P is denoted as significant part of the code’s DS if adding any disjoint element from
D to P has a negligible effect to truncated sum in (2.10). The truncated UB on
the FER of the STTuCM over quasi-static and fast fading channels was assessed in
Papers IX and X, respectively. The main bottleneck of the presented DS interpre-
tation is not its computational complexity but the memory requirements. On slow
fading channels, a 4 + N2 dimensional variable has to be enumerated in each CC
during the DS evaluation, i.e., 4 elements of the Hamming distance vector and N2

elements of the SM. On fast fading channels a 6 dimensional variable is enumerated,
i.e., 4 elements of the Hamming distance vector and 2 elements for the EHD and the
EPD. With the further error event concatenation inside the CCs and their statistical
combing over all possible realizations of the uniform information interleaving, the
DS of STTuCM becomes extremely rich. To reduce the memory requirements of the
algorithm, the information error events {x → x̂} can be sufficiently characterized
only by their Hamming distance once the statistical combining is completed.

The choice of parameters that for a given code uniquely determine its significant
part of the DS is a complex multi-dimensional problem. To evaluate the UB of
the STTuCM over quasi-static fading channels in Paper IX, given the memory
constrains of the DS interpretation algorithm, all punctured single error events
with a Hamming distance up to hmax = 5, a sequence length up to lmax = 7, and
an EPD up to pmax = 12 were first enumerated in each of the CCs. Compounded
error events consisting of up to kmax = 3 single error events were then formed. On
fast fading channels, the significant part of the DS was easily identified in Paper
X by hmax = 6, lmax = 6, pmax = 16, and kmax = 3. Despite the large increase
in the number of DS entries, further increase in any of the parameters hmax, lmax,
pmax, and kmax for fast fading channels has been empirically found to insignificantly
contribute to the sum in (2.10).

Papers IX and XII revealed that the two-dimensional DS of STTuCM over quasi-
static fading channels has non-zero entries H (∆H, ∆P) for ∆H < N , i.e., the punc-
tured parallel concatenation with uniform information interleaving in general does
not preserve the full rank of its CCs. For the fully recursive configuration, a quite
large “code energy” concentrated in the rank deficient part of the DS severely dete-
riorated the performance. On the other hand, the non-fully recursive configuration
experienced a negligible performance deviation away from the second order diver-
sity slope in the range of low-to-medium SNRs typically exhibited in practice. Such
findings implicated that the relatively restrictive requirement for the full rank of all
possible ST codeword difference matrices could be released considering only the sig-
nificant part of the DS. With no impact on the attainable performance in practice,
this could significantly increase the set of candidate codes for coding gain opti-
mization. Papers IX and XII further showed that the non-fully recursive STTuCM
significantly outperforms the 64-state Tarokh-STTrC despite its considerably lower
minimum EPD. This illustrated the importance of the DS to the performance and
optimization of STCs. It was also an early indication that the determinant crite-
rion, commonly applied for stand-alone STTrCs may not necessarily be adequate
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for CC optimization in the STTuCM.
The UB analysis in Paper X revealed that the superior performance of the fully

recursive over the non-fully recursive STTuCM, seen by simulations over block fad-
ing channels with B > 1, comes from its better DS characteristics over fast fading
channels. The configuration with both Rec-STTrCs also exhibited a stronger water-
falling effect, i.e., the higher slope in the transition region towards the “error-floor”.
The error-floor here refers to the asymptotical high SNR behavior with the slope of
the FER curve characterized by the diversity order attained by the MLD. The UB in
the water-falling region is typically loose but is commonly expected to well represent
the asymptotically high SNR performance [120]. The low-complexity sub-optimal
iterative decoding employed for simulations was concluded to converge successfully
to the performance of the optimal MLD already after ten iterations. The non-fully
recursive STTuCM configuration experienced no performance degradation in the
low SNR region, i.e., the water-fall and error-floor regions were indistinguishable.
The reasons for such an interesting behavior were revealed in Paper XI where the
iterative decoding convergence of STTuCM was analyzed. The introduced tools can
be readily applied for the UB analysis of the general class of GNU single antenna
TuCMs from [196] over AWGN and fading channels.

To tighten a quite loose upper bound on the FER performance of stand-alone
STTrCs over quasi-static fading channels, authors in [287] prelimited the conditional
PEP to one prior to the applied numerical integration over the fading. This method
was originally introduced in [487] for stand-alone convolutional codes arguing that
the lack of temporal diversity typically prevents dominant error events in the DS
to arise, causing the “explosion” of the UB over slow fading channels. The same
technique was recently applied in [432] for upper bounds on turbo coded multi-
antenna systems. As no additional bounding of the conditional PEP was performed
in Papers IX and XII, derived union upper bounds of STTuCM over quasi-static
fading channels appeared to be rather optimistic. Nevertheless, they gave good
insight into a non-trivial two-dimensional DS of the STTuCM and turned out to be
a rather useful tool for CC design and optimization in Paper XI. On the other hand,
the union upper bound of STTuCM over fast fading channels in Paper X appeared
to be rather tight. The similar tightness of the UB for stand-alone STTrCs on fast
fading channels was observed in [287] and Paper XII.

4.3.3 Iterative decoding convergence analysis

Paper XI studied the dynamics of the iterative decoding algorithm for different con-
figurations of the STTuCM with 8-state QPSK CCs. A summary and comparison of
different measures proposed in the literature for tracking the exchange of extrinsic
information between the constituent decoders in an iterative decoding scheme can be
found in [488, 489]. The concatenation of the bit-to-symbol reliability transform,
the symbol-by-symbol MAP decoder, and the symbol-to-bit reliability transform
from Fig. 4.2, denoted here as a component decoder was modelled as a non-linear
system with a certain transfer function. Similar to [490, 488], Paper XI adopted
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the i.i.d. symmetric Gaussian approximation with mean µi
i and µo

i for the extrinsic
information at the input and the output of the ith, i = 1, 2, non-linear system. The
SNR at the input of the ith decoder, i.e., SNRi

di was varied and the corresponding
output SNR, i.e., SNRo

di measured to empirically determine the non-linear transfer
function Gi. Large information block sizes of 2000 bits were considered discarding
the 200 bits at the edges of the blocks when measuring the mean value of the output
extrinsic information. The evolution of the extrinsic information can be traced by
plotting functions SNRo

d1 = G1

(
SNRi

d1

)
and SNRi

d2 = G−1
2 (SNRo

d2) on the same
graph.

The convergence threshold is defined as the channel SNR value at which two
transfer functions just touch. It is a common understanding that if the two curves
intersect each other, i.e., the “tunnel” of iterative decoding is closed, the decoder
does not converge [490, 488]. Likewise, when tunnel is open, the SNRo

di of the ex-
trinsic information increases over iterations without bound. In practise, this means
that the probability of error, inversely proportional to such SNRo

di [490] converges
towards the error-floor defined by the DS and the UB of the code. Therefore,
the probability of error does not fall without bound even with a large number of
iterations. Although it is difficult to establish a general relation between the extrin-
sic information SNRo

di and the probability of error, it is easy to imagine that the
error-floor can be reached even with a finite, large enough value of SNRo

di.
The convergence threshold for the fully-recursive STTuCM over AWGN channels

was determined in Paper XI to be SNR=5.4 dB. The tunnel of iterative decoding
for the non-fully recursive STTuCM was found to never be open. The first CC
being non-recursive has a zero asymptotic slope of its extrinsic information transfer
function, which conflicts with the asymptotic slope one of the recursive second
CC. However, due to the almost complementary outlook of its transfer functions
at low SNRi

di, the non-fully recursive STTuCM enables reasonably good evolution
of its extrinsic information after 10 decoding iterations. At the channel SNR=5.4
dB, the non-fully recursive STTuCM has a remarkably larger value of SNRo

di than
the recursive one whose tunnel is pinched at a very low value of SNRo

di. As seen
from Paper XI, even the lower values of the channel SNR enable a reasonable
evolution of SNRo

di for the non-recursive configuration. The transfer function curves
in Paper XI were obtained with the assumption of an AWGN channel. The quasi-
static fading channel causes the effective channel SNR to vary from one frame to
another. Therefore, good convergence properties are essential for the performance
of turbo-like codes over quasi-static fading channels [490]. Adding to it a less
deteriorating effect of the rank deficient part of the DS, it is easy to understand the
superior performance of the non-fully recursive STTuCM over the fully recursive
one experienced by simulations over quasi-static fading channels. On fast fading
channels, where good DS characteristics play a more important role, the fully-
recursive STTuCM outperformed the non-fully recursive one in spite of its inferior
convergence properties. The iterative decoding convergence properties of the CCs
from Papers I, II, and III were also studied in [413] where the system model assumed
the symbol-wise STTuCM.
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4.4 Constituent code design and optimization

The following subsections summarize the main contributions of Papers XI and XII
that tackled the interesting problem of CC design for STTuCM based on the DS
and iterative decoding convergence analysis.

4.4.1 Design criteria

The state of the art in ST coding design has almost exclusively concentrated around
the design criteria targeting the error coefficients, i.e., maximizing the minimum
EHD and EPD. Such optimization does not take into account either the effect
of pair-wise error events with the EHD and the EPD above the minimum nor the
contribution of multiplicities to the UB in (2.10). As a result different codes with the
same minimum EHD and EPD sometimes resulted in different performance when
compared through simulations. Section 4.3.2 further revealed that the non-fully
recursive STTuCM significantly outperforms the 16-state Tarokh-STTrC despite its
considerably lower minimum EPD.

Papers XI and XII introduced the modified design criteria for STCs over quasi-
static and fast fading channels that capture the joint effects of error exponents and
multiplicities in the code’s DS:

• Significant full rank. To maximize the diversity gain over quasi-static fading
channels, the STC must satisfy the full rank criterion in its significant part of
the DS, i.e., H (∆H, ∆P) = 0 for ∀〈∆H, ∆P〉 ∈ P|∆H<N .

• Minimum spectral product. To maximize the coding gain, among all STCs
that satisfy the significant full rank criterion, choose the one that minimizes

∆DS =
∑

〈∆H,∆P〉∈P|∆H=N

H (∆H,∆P) ∆P
−∆HM . (4.4)

with ∆H and ∆P defined over the SM in (2.3).

The importance of the DS, though in the context of stand-alone STTrCs and meth-
ods for its optimization, were also studied in [491] in parallel. The recent attempt to
apply similar criteria from (4.4) to fast fading channels was done in [492]. However,
on fast fading channels, it is not possible to accurately remove the SNR term from
the DS optimization. The pair-wise error events with the same EPD may in general
have different lengths and therefore experience different levels of diversity. Hence,
given the SNR point, the STTuCM optimization over fast fading channels in Paper
XII assumed the minimization of the truncated UB in (2.10).
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4.4.2 Subset of constituent codes for optimization

In contrast to Papers I, II, III, and VI where CCs were represented with trellis dia-
grams, Papers XI and XII adopted the transform domain model with binary gener-
ator polynomials. To each of K parallel input bits from x (l) = [x1 (l) , x2 (l) , . . . ,
xK (l)], a binary recursive feedback shift register with a memory order νk, k =
1, . . . , K, was associated. The sum ν = ν1 +ν2 + . . .+νK denoted the total memory
order of the CC and each νk satisfied bν/Kc ≤ νk ≤ dν/Ke. Dropping the sub-
script for constituent code, each cn (l) was assumed to be the result of mapping Z
coded bits yn (l) = [y1

n (l) , y2
n (l) , . . . , yz

n (l)] to a given 2Z level amplitude and/or
phase modulation. Figure 4.3 depicts the k shift register and its relation with the
uth register, k, u = 1, . . . , K. Introducing an indeterminate D to denote a delay
operator, the input/output relations can be represented using a binary polynomial
arithmetic relation

yz
n (D) =

K∑

k=1

(fx
nzkxk (D) + fnzk (D) ak (D)) (4.5)

with z = 1, . . . , Z and ak (D) denotes a signal entering the kth shift register

ak (D) =
K∑

k=1

(bx
kuxu (D) + bku (D)Dau (D)) . (4.6)

fx
nzk and bx

ku are binary constants, fnzk (D) is a degree νk binary feed-forward
polynomial from shift register k to the output bit z at the transmit antenna n,
bku (D) is a degree νu − 1 binary feed-backward polynomial from shift register u
to the input of shift register k. Papers XI and XII considered the limited case of
N = K = Z = 2, ν = 3 (ν1 = 1, ν2 = 2) and the natural QPSK mapping, i.e.,
cn (l) = exp{√−1π

2 (yn
1 (l) + 2yn

2 (l))}. The above special case covers a quite large
set of 238 8-state CCs with a bandwidth efficiency of 2 bps/Hz. Papers XI and XII
further constrained the set of candidate codes to:

• A subset of systematic CCs since they were shown in [488] for classical single
antenna TuCs to result in better convergence of sub-optimal iterative de-
coding. Therefore the following parameters were chosen: fx

112 = fx
121 = 1,

f112 (D) = f121 (D) = 0, fx
122 = fx

111 = 0, f122 (D) = f111 (D) = 0, fx
212 =

fx
222 = fx

211 = fx
221 = 0.

• Fully connected trellises without parallel transitions, i.e., bx
11 = bx

22 = 1 and
bx
12 = bx

21 = 0, respectively.

Solving (4.5) and (4.6) with the above assumptions, the input-output relations in
the CC can be further simplified as

yz
1 (D) = x(3−z) (D) (4.7)

yz
2 (D) =

2∑

k=1

fe
zk (D)
be (D)

xk (D) (4.8)
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with z = 1, 2 and the equivalent feed-forward and feed-backward polynomials given
as

fe
zk (D) = f2zk (D)

(
1 + Db(3−k)(3−k) (D)

)
+ Df2z(3−k) (D) b(3−k)k (D) (4.9)

be (D) = 1 + (b11 (D) + b22 (D))D + (b11 (D) b22 (D) + b12 (D) b21 (D))D2. (4.10)
Due to recursive feedback, the finite size codeword difference matrices are caused by
the information error events {x → x̂} with a minimum Hamming distance of 2. Four
types of such information error events were identified in Paper XI. It was further
shown that choosing the primitive polynomial for be (D) contributes well to the
maximization of the minimum length of such Hamming distance 2 information error-
events. Following the intuition from [112], this is expected to result in codeword
difference matrices increasing the EHD and EPD. A primitive be (D) is also foreseen
to result in better convergence of iterative decoding [488]. Notice that a degree ν
binary polynomial be (D) is a function of feed-backward polynomials only. Solving
be (D) = 1 + D + D3 resulted in 4 sets of feed-backward polynomials, with the best
2 sets chosen for further consideration.

4.4.3 Distance spectrum optimization

The separate optimization of feedbackward polynomials in the previous subsection
reduced the number of candidate CCs to 1024 for each of the two chosen sets of feed-
backward polynomials. The DS optimization over quasi-static fading channels in Pa-
per XI performed the search over the feed-forward polynomials f2zk (D), z, k = 1, 2,
that result in the STTuCM that best satisfied the significant full rank and minimum
spectral product design criteria. Only the punctured full-rate STTuCM was consid-
ered. The transform domain model for CCs was plugged into the system model for
STTuCM from Section 4.1. To simplify the code search, both CCs in the parallel
concatenation were chosen to be the same. To increase the number of STTuCMs
that satisfy the significant full rank criterion, the outputs of the second CC were
altered before transmission from N transmit antennas. Referring to Subsection
4.1.1, the resulting STTuCM coded frame c = [c (1) , c (2) , . . . , c (L)] was given by
c (l) =

[
c1
1 (l) , c1

2 (l) , . . . , c1
N (l)

]
for l odd and c (l) =

[
c2
N (l) , c2

N−1 (l) , . . . , c2
1 (l)

]
for l even.

The significant part of the DS, i.e., the set P, has been identified by hmax = 3,
lmax = 8, pmax = 12 and kmax = 3. To decrease the cardinality of P and simplify the
code search, hmax was reduced compared to the UB analysis from Subsection 4.3.2
which is partly compensated for by the slightly increased lmax. Table 4.1 summarizes
the results of the CC search where B = [b11 (D) ; b12 (D) ; b22 (D) ; b21 (D)] with
bku (D) = b0

ku + b1
kuD + . . . + bνu−1

ku Dνu−1 and F = [f212 (D) ; f211 (D) ; f222 (D) ;
f221 (D)] with f2zk (D) = f0

2zk + f1
2zkD + . . .+ fνk

2zkDνk . Out of 1024 candidate CCs
for each B1 and B2, 30 codes resulted in an STTuCM that satisfied the significant
full rank criterion. A further search over the minimum spectral product produced
two codes for each of B1 and B2 with all codes resulting in an STTuCM with the
same value of ∆DS in (4.4).
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Table 4.1. The best ν = 3 QPSK recursive systematic constituent codes for 2
bps/Hz STTuCM over quasi-static fading channels.

CC B F

QA




1 0
1 0
0 1
1 0







1 0 1
1 1 0
0 0 1
1 0 0




QB




1 0
1 0
0 1
1 0







1 0 1
1 1 0
1 0 0
0 1 0




QC




1 0
0 1
0 0
1 0







1 1 0
1 1 0
0 1 1
1 0 0




QD




1 0
0 1
0 0
1 0







1 1 0
1 1 0
1 0 1
0 1 0




To justify the assumptions made on the importance of the systematic nature of
CCs and its primitive equivalent feed-backward polynomial, Paper XI demonstrated
that the new CCs result in a 0.5 dB lower convergence threshold for STTuCM
compared to previously considered recursive Tarokh-STTrCs.

Simulations over quasi-static and fast frequency flat fading channels demon-
strated the robustness of STTuCM with CCs from Table 4.1. Newly designed
STTuCM outperformed both the fully recursive and non-fully recursive STTuCM
with constituent Tarokh-STTrCs. A full spatial diversity was achieved with no
constrains on the implemented pseudo-random information interleaving. This left
plenty of freedom for further improvement with the special information interleaving
design. New CCs for fast fading channels were designed similarly in Paper XII.
Such CCs offered an additional performance gain for STTuCM over fast fading
channels. However, they resulted in STTuCM that does not satisfy the significant
full rank criterion if defined with respect to the same set P used for quasi-static
fading optimization. Interestingly enough, noticeable performance degradation over
quasi-static fading channels was foreseen by the UB only for large SNR values, high
above those typically exhibited in practice.
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4.4.4 Comparison between bit and symbol interleaving

The bit versus symbol information interleaving for the single antenna TuCM from
[197] was recently studied in [227, 226, 229]. Due to potential information loss in-
duced during symbol-to-bit and bit-to-symbol transformations in the decoder, the
convergence threshold for iterative decoding of symbol-wise interleaved TuCM was
concluded in [227] to be around 0.5 dB lower that in the case of bit-wise inter-
leaved TuCM. Such behavior was confirmed by BER Monte-Carlo simulations over
an AWGN channel. On the other hand, bit-wise interleaving is expected to result
in better DS properties due to a more exaggerated spectral thinning effect. In-
dependently mapping K input bits from the given input symbol allows spreading
the components of one error event to approximately K times more error events,
typically accumulating more distance. This is especially important for robust per-
formance over fading channels where long, multiple-concatenated single error events
experience more diversity. A comprehensive treatment of the pros and cons of the
single-antenna and multi-antenna TuCMs operating on the bit or symbol level over
fading channels is an open interesting topic left for future work. An early unpub-
lished treatment of the topic, performed by the author prior to Paper I, concluded
that bit-wise interleaving indeed offers better performance for STTuCM over fading
channels. Some performance examples that confirm such conclusions were presented
in Papers IV and V where the CCs proposed by Cui and Haimovich in [404] were
compared under the bit-wise and the symbol-wise interleaved STTuCM. The bit and
symbol level STTuCM with the newly designed CCs were further studied in Paper
XII, which included a performance comparison with the symbol level STTuCM from
[405, 413].

The new CCs from Table 4.1 were designed to satisfy the significant full rank
criterion for an arbitrary realization of pseudo-random bit-wise information inter-
leaving. Therefore, the full spatial diversity over quasi-static fading channels is
guaranteed a priori also in the special case when all the K information interleavers
have the same pattern, i.e., for symbol-wise information interleaving. The com-
parison between the bit-wise and symbol-wise interleaved STTuCM with the newly
designed constituent code QC from Table 4.1 over quasi-static and fast fading chan-
nels is depicted in Figs. 4.4 and 4.5, respectively. The two schemes are denoted as
“STTuCM b/w 2x8st CC-QC” and “STTuCM s/w 2x8st CC-QC”, respectively. In
the quasi-static fading case no performance difference between the two interleaving
realizations was exhibited. Both schemes perform within 1.5 dB away from channel
outage capacity. However, on the fast fading channel, a significant improvement of
the bit level STTuCM was seen, i.e., more than 3 dB gain at FER 10−3 is achieved
compared to the STTuCM operating on the symbol level. For comparison Figs.
4.4 and 4.5 also include the performance of the symbol level STTuCM proposed by
Firmanto, Chen, Vucetic, and Yuan (FCVY) in [405, 413]. The scheme is denoted
as “STTuCM s/w 2x8st CC-FCVY” and also employs the 8-state CCs. With no
particular optimization other than that regularly applied for CCs as stand-alone
STTrCs, the STTuCM from [413] failed to achieve full spatial diversity over quasi-
static fading channels. On fast fading channels, a performance loss was also induced
compared to both the bite-wise and symbol-wise realizations of the STTuCM advo-
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Fig. 4.4. The comparison between STTuCMs operating on the bit level and

symbol level over quasi-static fading channels, 8-state CCs, 10 decoding iter-

ations, input information frame of LK = 260, 1300 bits, N = 2, M = 1.
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cated in this thesis. The main reason for that, as seen throughout Sections 4.3 and
4.4, comes from the fact that design issues of the CCs in STTuCM are consider-
ably different from those related to stand-alone STTrCs. Also, in contrast to stand
alone STTrCs where a significant performance degradation was induced, e.g., see
Paper I, the bit-wise STTuCM with increased frame size achieved a considerable
gain directly proportional to the number of independent fading blocks per frame.



5 Conclusions

Novel ST signalling methods and transceiver algorithms for reliable and bandwidth
efficient transmission with performance close to MIMO link capacity limits were
designed and analyzed in this thesis. The work concentrated on the subgroup of
coherent ST coding schemes optimized under the assumption of no available CSI
at the transmitter and the optimal MLD with perfect CSI at the receiver. The
following sections briefly discuss the main results and contributions of the thesis
and point out directions for further development.

5.1 Summary and discussion

The introductory chapter of the thesis gave the reasoning for the recent renaissance
in spatial and temporal signal processing. Increased link capacity was identified as
one of the key requirements for emerging wireless data systems. The latest findings
in information theory and the results of different field measurement campaigns on
the channel capacity of multiple antenna systems were reviewed.

The basic notations and the background knowledge for understanding the main
contributions of the thesis were introduced in Chapter 2. The relevant developments
in both turbo and space-time coding that preceded but also evolved in parallel to
the development of this thesis were reviewed.

The scope of the thesis was introduced in Chapter 3. Several interesting open
problems that motivated the work of this thesis were identified. The main contribu-
tions of the thesis were briefly summarized. The relation of the thesis to the parallel
work on space-time turbo coding was carefully examined. Different proposals for
multi-antenna turbo coded modulations in the literature were classified based on
the single antenna turbo coded modulations they evolved from.

Chapter 4 summarized the appended original publications. The chosen sectioning
reflected the various important aspects of STTuCM, which was originally introduced
and studied in this thesis. The STTuCM cleverly integrated the code concatena-
tion in a random-like coding approach. The large equivalent constraint length and
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randomness were jointly provided by an information interleaver, a building block
that due to iterative decoding did not add considerably to decoding complexity.
The systematic procedure for building an equivalent recursive STTrC based on the
trellis diagram of an arbitrary non-recursive STTrC was introduced. While both
parallel and serial concatenated STTuCMs have been introduced in this thesis, the
main focus was placed on parallel code concatenation. The parallel concatenation of
punctured constituent recursive STTrCs designed upon feedforward Tarokh-STTrCs
resulted in increased coding and diversity gains compared to the state of the art, low
constraint-length STTrCs. Severe puncturing with no particular optimization of the
CCs destroyed the rank properties of STTuCM. However, it was demonstrated that
by replacing one of the CCs with the original non-recursive Tarokh-STTrC, the re-
sulting STTuCM managed to preserve full spatial diversity over quasi-static fading
channels in the region of low to medium SNRs typically exhibited in practice. With
more than one independent fading block per transmission frame, the configuration
with both recursive STTrCs was advocated as preferable due to significantly better
performance.

Due to the decoding complexity of its CCs, generally increasing exponentially
with the transmission rate and the number of transmit antennas, the study of
STTuCM was restricted to two transmit antennas. To achieve the higher bandwidth
efficiencies employing an arbitrary number of transmit antennas, the combined gen-
eralized LST coding and STTuCM were introduced. Although the signalling method
considered is more general, a frequency selective WCDMA downlink channel was
chosen for the application scenario. To further remove the complexity burden from
future WCDMA mobile terminals, orthogonalized spatial multiplexing as a combi-
nation of coded spatial multiplexing and WCDMA delay diversity was proposed.
While some more advanced multiuser detection based receiver can be applied, the
RAKE receiver followed by a channel decoder was assumed in this thesis to keep the
receiver simple. The application of STTuCM to MIMO-OFDM achieved high data
rates over broadband radio channels exploiting the considerable frequency selectiv-
ity offered in typical low mobility indoor environments. A simple way of combining
space-frequency coding with OFDM delay diversity for cost effective exploitation of
more than two transmit antennas was also proposed in this thesis.

The simulation results motivated further theoretical analysis. DS interpretation,
the UB performance of over slow and fast fading channels, and the iterative de-
coding convergence analysis were studied in this thesis. The analysis revealed the
reasons for the diverse behavior of fully and non-fully recursive STTuCMs. The
DS analysis gave good insight into the importance of multiplicities for ST coding
design. To enable tractable analysis, the information interleaver between CCs in
parallel concatenation was assumed to be random with uniform distribution result-
ing in the upper bound on the performance of MLD averaged over all different
information interleavers. The modified design criteria for STCs that capture the
joint effects of error coefficients and multiplicities in a two-dimensional code’s DS
were introduced. Applied to STTuCM, such DS optimization produced a new set
of CCs for two transmit antenna and QPSK modulation. The resulting STTuCM
demonstrated a robust and improved performance over both slow and fast fading
channels. The design issues of the CCs in STTuCM were shown to be consider-
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ably different from those related to stand-alone STTrCs. Also, in contrast to stand
alone STTrCs where a significant performance degradation was seen, the bit-wise
STTuCM with increased frame size achieved the additional gains directly propor-
tional to the number of independent fading blocks per transmission.

A recursive systematic form with a primitive equivalent feedback polynomial was
assumed for CCs to assure the good convergence of iterative decoding. To justify
such assumptions, iterative decoding convergence analysis based on the Gaussian
approximation of extrinsic information was studied. With no constrains on the
implemented information interleaving, the STTuCM constructed from newly intro-
duced recursive systematic STTrCs achieved full spatial diversity over quasi-static
fading channels. This is the condition identified as the most restrictive one for
robust performance over a variety of Doppler spreads. This left much scope for
further improvement by optimizing the information interleaving. Finally, the pros
and cons of bit and symbol level processing with respect to DS and iterative de-
coding convergence were discussed. In the quasi-static fading case both schemes
approached the two transmit and single receive antenna MIMO outage capacity
within 1.5 dB, i.e., no performance difference between the two interleaving realiza-
tions was exhibited. However, on a fast fading channel, the superior performance of
the bit level STTuCM was evident. The similar STTuCMs studied independently
and in parallel to this thesis were shown to be inferior compared to the new fully
optimized STTuCM.

The main benefit of the newly proposed STTuCM comes from its improved per-
formance for a variety of application scenarios. The tradeoff between the perfor-
mance gain and the increased decoding complexity, as typically examined for single
antenna turbo and convolutional codes, is difficult to evaluate here. To date, there
are no proposals in the literature for optimized large constraint-length STTrCs.
Some non-optimized brute force designed 256-state STTrCs were shown in this the-
sis to offer considerably inferior performance compared to the new STTuCM.

From a practical viewpoint, the main disadvantage of the proposed STTuCM lays
in its limited flexibility. Common to all TCM based methods, an adaptive realization
of the scheme requires a changing the trellis definition for each modulation mode of
transmission. Also, puncturing, applied here on the symbol level, reduces the variety
of possible transmission rates as compared to schemes with separated coding and
modulation. Technical designs in general that are more compatible with off-the-shelf
products typically enjoy more wide spread acceptance on the market. Therefore,
the question can also be posed as to whether the STTuCM, in spite of its improved
performance, is sufficiently pragmatic to secure its application in practical system.
Addressing both commercial as well as technical issues, the final answer is thus out
of the scope of this thesis.

5.2 Future research directions

Several issues related to the subjects investigated lend themselves to the further de-
velopment. The introduced DS interpretation with respect to an arbitrarily defined
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EHD and EPD is applicable to the general class of GNU CCs. The newly introduced,
modified design criteria for DS optimization can be extended to any of the existing
minimum pair-wise error probability based criteria for STC design. The adopted
transform domain model with generator polynomials enables a straightforward op-
timization of CCs for an arbitrary number of transmit antennas and modulation
levels. The interesting special case of CC optimization for single antenna TuCMs
over AWGN or fading channels is left for the future work. The introduced DS in-
terpretation with respect to the Hamming distance vector, the EHD and the EPD
can be utilized to identify the error events with the largest contribution to the UB.
Their average multiplicity, i.e., the probability of occurrence can be further reduced
with special design of the information interleaving. Unlike other space-time turbo
code proposals in the literature, this can lead to above average performance without
sacrificing the robustness of the STTuCM, i.e., its rank properties.

The combined generalized LST coding and STTuCM can be further reinforced
by applying hard and soft decision based interference cancellation. The application
of such a low-complexity method for MIMO-OFDM systems with a large number
of transmit and receive antennas is an interesting topic for future work. The appli-
cation of orthogonalized spatial multiplexing for a WCDMA downlink with more
advanced receivers should also be taken into consideration. The new application
scenarios for STTuCM include MC-CDMA, with an early reference already pointed
out in this thesis.

The performance of STTuCM was evaluated in this thesis utilizing log-MAP
symbol-by-symbol component decoders and assuming ideal CSI and SNR estima-
tion. The impact of CSI and SNR estimation errors on the performance of STTuCM
requires further study. The comparison with sub-optimal but more robust max-log-
MAP and symbol-by-symbol SOVA algorithms is an interesting open topic. The
robustness against different Doppler spreads with more realistic channel models
than the block fading channels utilized is also required. Apart from MIMO-OFDM
application scenario, STTuCM was principally evaluated for the short frame sizes.
The obtainable performance gains in practical systems should be carefully exam-
ined choosing more specific physical layer parameters, i.e., frame structures. The
impact of spatial fading correlation was not addressed in this thesis. Further studies
should determine whether the combination of recursive CCs and information inter-
leaving, through spectral thinning, assures good robustness for a variety of angular
spreads as it did for Doppler spreads. The analysis of all real-life nonidealities is
impossible without hardware simulations. At the present time, there are industry
partners interested in building testbeds and trial systems to determine the practical
feasibility of the newly introduced multi-antenna signalling method. Such hardware
development will also inevitably drive studies on all the relevant implementation
related issues.
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List of symbols and abbreviations

N number of transmit antennas
M number of receive antennas
n integer index
m integer index
i integer index
PT average total transmitted power
IM an M ×M identity matrix
αmn fading gain from transmit antenna n to receive antenna m

P covariance matrix of N transmitted signals
Pn nth eigenvalue of the covariance matrix P

H M ×N channel matrix with αmn in its (m,n) entry
λH,n nth eigenvalue of HHH

V unitary N ×N matrix
U unitary M ×M matrix
B number of independent fading blocks per frame
T coherence time of channel in symbols
LM number of resolvable multipath components
L length of transmission frame in symbols
cn (l) signal associated to transmit antenna n in time instant l

en (l) erroneously detected version of the transmitted signal cn (l)
∆ec

n (l) arithmetical difference between cn (l) and en (l)
rm (l) received signal at antenna m at time instant l

ηm (l) AWGN samples at antenna m in time instant l

Dc L×NL block matrix of N L× L matrices Dc (n)
Dc (n) L× L diagonal matrix with cn (l) in its lth diagonal entry
De same as Dc but for erroneously detected sequence en (l)
De (n) same as Dc (n) but for erroneously detected sequence en (l)



Dec codeword difference matrix
Cs,1 signal matrix of a MISO channel
Cs,1awgn signal matrix of a MISO AWGN channel
Cs,1slow signal matrix of a MISO slow fading channel

C̃s,1slow eigenvalue equivalent matrix of Cs,1slow

Cs,1fast signal matrix of a MISO fast fading channel
Cα1 covariance matrix of a MISO channel
∆H (Cs,1) rank of the signal matrix Cs,1

λi (Cs,1) ith non-zero eigenvalue of the signal matrix Cs,1

∆P (Cs,1) geometric mean of the non-zero eigenvalues of the signal matrix
Cs,1

r ML dimensional vector, received signals
η ML dimensional vector of AWGN samples
α MNL dimensional vector of fading taps
Dc,M L×MNL block matrix of M L×NL matrices Dc

De,M same as Dc,M but for erroneously detected sequence en (l)
Cs,M signal matrix of a MIMO channel
H (∆H, ∆P) average number of error events with given ∆H and ∆P

P (∆H,∆P) pair-wise error probability for the error event with given ∆H and
∆P

K number of information bits per trellis transition
Z logarithm 2 of the modulation level
k integer index
z integer index
l integer index
x LK dimensional vector, input information bits in one frame
x (l) K dimensional vector, input information bits in time instant l

c1 LN dimensional vector, coded frame of the first constituent code
c2 LN dimensional vector, coded frame of the second constituent code
I (l) union set operation defined over integers l

IO subset of integers
IE subset of integers
π (i) position of the ith input bit after the information interleaver map-

ping
πO length LK/2 odd symbol positioned bit-wise information interleaver
πE length LK/2 even-symbol positioned bit-wise information inter-

leaver
πc symbol-wise channel interleaver
∆DS spectral product
D set of all distinct pairs 〈∆H, ∆P〉 in the spectrum of the code



P significant part of the code’s distance spectrum
νk memory order of the kth shift register
ν memory order of the constituent code
yn (l) Z dimensional vector, coded bits prior to modulation at transmit

antenna n in time instant l

yz
n (l) the zth bit in yn (l)

yz
n (D) binary polynomial representation of yn

z (l)
fx

nzk binary constant
bx
ku binary constant

fnzk (D) degree νk binary feed-forward polynomial from shift register k to
the output bit z at transmit antenna n

bku (D) degree νu − 1 binary feed-backward polynomial from shift register
u to the input of the shift register k

B set of feed-backward polynomials for the given constituent code
F set of feed-forward polynomials for the given constituent code
AOA angle of arrival
AOD angle of departure
AWGN additive white Gaussian noise
BICM bit-interleaved coded modulation
BLAST Bell-labs space-time
BS base station
CC constituent code
CCI co-channel interference
CDMA code division multiple access
CSI channel state information
DD delay diversity
DS distance spectrum
EQPA equal power allocation
FDD frequency division duplex
FER frame error probability
GA general algorithm
GU geometrically uniform
GNU geometrically non-uniform
GSM Global system for mobile communications
i.i.d. independent identically distributed
ISI inter symbol interference
LLR log-likelihood ratio
LST layered space-time
OFDM orthogonal frequency division multiplexing
MAI multiple access interference



MAP maximum a posteriori
MC multi carrier
MIMO multiple-input multiple-output
MISO multiple-input single-output
MLD maximum likelihood decoding
MS mobile station
PEP pair-wise error probability
PSK phase shift keying
Rec-STTrC recursive space-time trellis code
SC single carrier
SINR signal to interference plus noise ratio
SNR signal to noise ratio
SIMO single-input multiple-output
SISO single-input single-output
SfISfO soft-input soft-output
SOVA soft output Viterbi algorithm
ST space-time
STC space-time code
STTuCM space-time turbo coded modulation
STTrC space-time trellis code
Tarokh-STTrC Tarokh et al. space-time trellis code [254]
TDD time division duplex
TDMA time division multiple access
TrCM trellis coded modulation
TuC turbo code
TuCM turbo coded modulation
UB union bound
QAM quadrature amplitude modulation
WCDMA wide-band code division multiple access
WFPA water filling power allocation
WLAN wireless local area network



Errata

Location: Now is: Should be:

Paper IX

p. 2, eq. 2 Es
2N0

SNR
N

p. 3, col. 1 For the given pair-wise er-
ror event . . .

For Z = 2 and given pair-
wise error event . . .

p. 4, eq. 9 HhO1,hO2,hE1,hE2
1,O HhE1,hE2,hO1,hO2

1,O

HhE1,hE2,hO1,hO2
2,O HhO1,hO2,hE1,hE2

2,O

p. 4, eq. 10
(

L
2Z − d ltot

2 e+ k
k

) (
L
2 − d ltot

2 e+ k
k

)

Paper X

p. 80, eq. 2 Es
2N0

SNR
N

p. 81, col. 1 For the given pair-wise er-
ror event . . .

For Z = 2 and given pair-
wise error event . . .

p. 83, eq. 12 2k

(
L
2Z − d ltot

2 e+ k
k

) (
L
2 − d ltot

2 e+ k
k

)
.

where factor 2k denotes
the number of variations of
length k for the set of two
elements {odd,even}.

Factor K enumerates any
combination of odd- and
even-punctured single er-
ror events.

Paper XI

Tab. 1 10.7× 10−2 2.5× 10−3
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