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Abstract
Traditional telepresence systems are comprised of a person remotely controlling a robot in a hostile
environment while receiving visual feedback from a camera mounted on the robot. While useful for
a number of applications, this model is not particularly useful for everyday work applications. The
size of the robot is intrusive, the robot needs to be designed for specific interactions and only one
person can use the robot at any one time.

This work seeks to address this problem by replacing the physical proxy with a virtual proxy. The
purpose of this virtual proxy is to enhance the system by providing improved support for multiple
users, interaction and navigation in the remote environment. This enhanced, or improved, version of
telepresence is termed TeleReality as it combines elements of virtual reality with traditional
telepresence technologies. To achieve this goal, the basic building blocks, or constructs, of traditional
telepresence systems need to be changed. This thesis identifies and evaluates the base constructs
needed to build any TeleReality system. These constructs include the need to support navigation of
the remote environment and this is achieved by using a network of cameras and image processing
software to calculate the various perspective viewpoints of the users. These constructs govern the
means in which this collection of cameras are organised and connected. Each user receives a common
set of video images from which they calculate their own perspective viewpoints, and consequently
supporting a multi-user system. Interaction within the remote environment is promoted using ad-hoc
networks and augmented reality technologies. Constructs also cover security and privacy issues that
arise from using multiple cameras by adopting both an organisational and technological viewpoint.
The focus is on establishing trust within the system by divesting control to the user. An example of
these constructs is given by the implementation of a TeleReality model called a 'Visual Cell' system.

The conclusion of this work identifies the constructs that are needed to support a telepresence
system using a virtual proxy where the primary interaction framework is informational exchange,
although physical interaction can also be supported depending upon the environmental support. This
work also identifies the technical issues that require additional research for the implementation of a
TeleReality system, from the need for improved image processing, video codec's, broadcast and ad-
hoc security protocols, software architecture, registration and the availability of suitable head
mounted displays.

Keywords: augmented reality, collaborative virtual environment, media spaces,
telepresence, ubiquitous computing, virtual reality





 Preface 

I had for many years worked in the fascinating world of mobile phone technology before 
I had the pleasure of actually owning my own mobile phone, which I acquired through a 
rather unusual scheme from my then employer, Ericsson. At that time it was not unusual 
for a large number of my colleagues in the area to totally forswear ever acquiring a 
mobile phone due to the intrusiveness of the device, but the sheer convenience in 
coordinating various forays into the city nightlife was the essential tipping factor. 

In research, it is quite often that we are called upon to envision trends, technologies 
and visions whose benefits are not always immediately tangible, or have uses other than 
what we forecast. This was my position as I left the rather narrow focus of a company 
project to take up work in the exciting field of mobile augmented reality in 1998 as part 
of the Academy of Finland funded PAULA project. At that time, my knowledge of the 
world of virtual reality was in stark contrast to my expertise in mobile communications, 
(beside a few games of free space), and I was certainly eager for the challenge, as well as 
the learning curve involved.  

My first task was to build an augmented reality meeting environment based on some 
ideas from my supervisor, Prof. Petri Pulli and the pictures of Metsavainio. I approached 
this problem by first looking at what constituted a meeting and concerned myself with the 
formalities involved and how to support this by augmented reality means. Problems 
occurred immediately, or specifically, in our definition of augmented reality at that time. 
Augmented reality is a system where information is overlaid on the surrounding 
environment to the benefit of the user. The construction of an augmented reality system is 
adapted for this process. A video conferencing system, on the other hand, requires the 
user to see an entirely different world, and one that the user cannot take part in a normal 
way. An augmented reality user can physically interact and walk around their 
environment, but in video conferencing, the user must stop moving around (for safety) 
and cannot interact without giving specific means (robots) to do so. The general 
conclusion therefore was that augmented reality describes a condition where a user uses a 
technology in the local vicinity, whereas to use the same technology over a video 
conferencing/telepresence system described something else. That ‘something else’ 
became the focus of my research for the following years and is the subject of this thesis. 

But immediately, the challenge was to have some form of augmented reality leaning 
mobile video conferencing system. The key part here was to instil a sense of presence for 



the remote user using AR technology. At this time, a parallel project was experimenting 
with a remote controlled car using a head mounted display connected to an omni-
directional camera. I then had the idea of borrowing this system and using it for a 
meeting experiment. First, the car was removed because we did not want to have control 
problems with it on the table. Second, a great deal of effort went into determining what 
position we should place it in. Finally, we conducted our experiment with some 
interesting results. Mainly, by removing the car, we had inadvertently created a system 
that was multi-user. The second problem that I noted was that getting the right position 
for the camera was still a major challenge and finally, that our system really had no 
means for informational transferral, which we quickly noticed was essential. Without this 
ability to handle information, our system was an interesting one, but only marginally 
useful, at least from a practical point of view. 

It was at this point that I no longer considered what we were doing as an augmented 
reality based system, but a telepresence system. I then checked for solutions to the 
problems encountered. Taking the problems we had with our users’ visual viewpoint. I 
discovered that while some researchers had addressed the problems of creating multiple 
view points, none covered the degree of freedom I envisioned, i.e., the ability to ‘get up’ 
and move around, maybe travel to another room. It was not, I felt, from a lack of 
technical difficulty, but simply, the effort was considered too much, and while some 
researchers hinted at doing this, for example, Paul Milgram, that was as far as it 
progressed. Telepresence systems do deal with this, by the use of robotic devices, but this 
presented an enormous problem for the context of our experiment, which became the 
support for collaboration. An analysis on the use of robots followed, and I concluded that 
it was impractical for the accomplishment of the goals set out in PAULA, as I wished to 
have a collaborative system and there are good reasons why teleoperated robots are only 
commercially used for operation in hazardous environments away from people, or at least 
friendly people. I decided therefore that robots were limiting the thinking and envisioned 
doing without them and seeing if this was possible. I also determined that informational 
interaction was essential to the practical acceptability of our system, i.e., offering a good 
degree of presence or immersion was not sufficient for a system to become acceptable. 
After these conclusions, in mid 1999 I proposed a solution called visual cells.  

Work continued on building and experimenting with this system, although it became 
clear that a satisfactory implementation for usability testing would have required 
resources beyond that available from the excellent PAULA project. Work, therefore 
focused on proof of concept with the goal of achieving cohesiveness among the 
constructs, the development of a user interface, as well as identifying the most limiting 
technological factors. By December 2001, the basic work had been completed and only 
the writing of the thesis was left, as well as acquiring the necessary course credits. A 
rough draft was prepared in august 2002, but serious work did not recommence until the 
summer of 2003, which was made more difficult by the fact that I was recovering from a 
traffic accident, and the first version was submitted for review in September 2003. The 
production of this thesis work has taken six and a half years, making it the longest 
commitment of my life so far and its completion has being a most satisfactory 
conclusion. 

Seamus Hickey February 2005 
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AA Access/Access 
AR Augmented Reality 
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AVO  Audio Video Object 
BAN Body Area Network 
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CE Communication Element 
CP Cyberworld/Platform 
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CVE Collaborative Virtual Environments 
FOV Field Of View 
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IA Interconnectivity/Access 
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IP Internet Protocol 
ISDN Integrated Services Digital Network 
IST Information Society Technologies  
LCD Liquid Crystal Display 
MPEG Moving Pictures Expert Group 
MR Mixed Reality 
MTV Multiple Target Video  
PDA Personal Digital Assistant 
PI Platform/Interconnectivity 
PP Platform/ Platform 
QCIF Quarter Common Intermediate Format 
RFID Radio Frequency Identification Tags 
RGB Red, Green, Blue 



RV Reality -Virtuality 
UDP User Datagram Protocol 
UMTS Universal Mobile Telecommunication System 
TCP Transmission Control Protocol 
VE Virtual Environments 
VR Virtual Reality 
WEP Wireless Equivalent Proxy 
WLAN Wireless Local Area Networks 
WSI Wireless Strategic Initiative 
WWRF World Wireless Research Forum 
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1 Introduction 

The history of man is dominated by the need to work, travel and communicate across 
long distance. Each of these has become fundamental for trade, diplomacy, the exchange 
of ideas and knowledge. These pursuits have been hindered by the restrictions of our 
physical being and man has consistently sought ways to overcome our spatial limitations. 
The development of electrical based communication, starting in the mid 1840s, brought a 
new medium in which people could communicate instantly with their peers without the 
need to travel. The continuous development of this new medium brought advances in 
telephony, film and telemetry. The science fiction author Robert Heinleins was intrigued 
by these new technologies and the concept of our own presence. Our ‘being in this world’ 
is an age old concept that has intrigued philosophers for centuries. The constraints in 
which we humans operate are determined by our physical senses, the way in which we 
receive physical stimuli and how they affect our behaviour and actions. In 1942, 
Heinleins set out to write a short novel ‘Waldo’, in which a genius by the name of Waldo 
F. Jones who lives in a zero gravity home in orbit around the earth, builds hardware 
devices called ‘waldos’ that respond to his hand movements to control robotic arms on 
earth, while all the time receiving stereo images of his actions. These were the first 
concepts of teleoperated robots, and from these writings came an understanding that 
using such systems requires a degree of presence that was unreachable before. These 
ideas about combining our sense of presence, robots and long distance communications 
were to inspire future thinkers into working out the means by which one can achieve 
presence and perform work over long distance. The development of technologies has 
allowed us to replace real stimuli with artificially created stimuli so that people can be 
convinced that they exist in an alternative world other than the one they currently exist in.  

Teleoperation has become an important area of study whereby people can operate 
devices in distant, remote and hostile environments like space, and this feeling of ‘being 
there’ for the operator is called telepresence. While telepresence systems have become 
important over the years in many activities such as space exploration, military systems 
and maintenance, the promise of telepresence has not met the reality. Telepresence has 
some limitations which must be understood so as to understand why it is confined to 
hostile environments and not the everyday world in which we live.  
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1.1  Limitations of Telepresence 

A basic fundamental component of Telepresence involves a camera mounted on some 
type of physical proxy. A proxy is ‘the authority to represent someone else’ (Pearsall 
2001) and in telepresence this usually means having something like a remote controlled 
robot representing the user in the remote environment. Importantly, this standard 
configuration of a telepresence application means that only one person i.e., the controller 
can use the physical proxy and, hence, gets the maximum benefit of the experience. 
Others may watch, but they have no control. Other persons that wish to explore, or 
navigate, the remote environment would require their own proxy.  

A second issue relates to the nature of the physical proxy itself. In communication 
between people, it is important to maintain a degree of eye contact or gaze awareness. In 
practice, this means that the camera position should be located at a natural eye level, 
requiring that the proxy should be quite large. Additionally, to perform tasks within the 
environment and with others, i.e., interact, the proxy must be equipped with specially 
designed manipulation devices, which also must be carefully designed and controlled to 
prevent damage to the environment. This combination of size and complexity means that 
each physical proxy is large and expensive. It also means that it has an obtrusiveness 
quality when deployed in confined work spaces were people are present, e.g., an office 
workplace (Paulos & Canny 1997, 1998).  

Giving each person a physical proxy in an everyday working environment is not 
practical, therefore it is not easy to support multiple users. Taking video conferencing as 
an example, for many people to use this system, the camera perspective must be fixed. 
Additionally specially designed equipment is needed to carry out basic interactive work. 
Therefore, to make a telepresence system multi-user, one must sacrifice the ability to 
navigate and restrict the ability to interact, while to support navigation and interaction, 
one cannot ensure multi-user support. 

1.2  Enhancing Telepresence 

The goal of enhancing telepresence is to find a solution for a comprehensive system that 
supports a collaborative work environment between people who are located both 
remotely and locally. Such a comprehensive telepresence system should be multi-user 
and support navigation and interaction. Navigation describes the ability of people to 
maintain spatial awareness of their location and the ability to move about that world 
(Stanney et al. 1998). Steve Benford and his research group (Benford et al. 1996), 
differentiate between the ability to navigate around a space and to interacting with objects 
within that space. As an example, Bhatia and Uchiyama (1999) uses the term path 
planning to describe the process of automatically moving a robot around a remote 
location. It is important to define what is meant by the term interaction in this research 
topic. According to the NRC (1997), the meaning of the term ‘interactivity’ is not fully 
explored. For Collaborative Virtual Environments (CVE), Singhal and Zyda (1999) 
describe the need for a shared sense of presence, time, a means to communicate and a 
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way to share. The interaction definition used here follows the natural interaction 
occurring in real life, which means that most of the issues are considered as content 
matters, not merely tied to any specific input/output type or interaction technique 
(Manninen 2001). As a consequence, interaction is mainly concerned with the flow of 
information, e.g., data, visual cues, between people sharing the environment and with the 
environment itself. Multi-user in this context means that each person has a presence 
within the environment that they control and are responsible for, or in other words, that 
the limits of their behaviour is not controlled by others. The author places no limits on the 
number of people who can participate other than that which is constrained by the 
technological limits, rather than the conceptual limits. 

The primary obstacle to this solution is the physical proxy itself. The solution 
proposed in this thesis is to replace the physical proxy with the concept of a virtual proxy. 
The virtual proxy attempts to replace all of the functionality of the physical proxy, but 
without any of its problems, such as obtrusiveness, cost, and lack of flexibility.  

It should be possible to create a virtual proxy using advances in a number of current 
technologies. To do so would mean creating a support system. The virtual proxy could be 
constructed by using Virtual Reality (VR) technologies to generate computer-generated 
avatars, which can be viewed by devices such as wearable Head Mounted Displays 
(HMD). For the remote user, this avatar acts as the point of their camera perspective, and 
studying the latest advances in image processing systems is needed to calculate the 
correct perspective.  

Interaction is also difficult. Many different interactive tasks involve transferral of 
information between people and between people and the environment e.g., by the use of a 
gesture to turn on a light switch. Many interactions could be transmitted by 
telecommunication means rather than physical interaction. Additionally, many tasks often 
occur spontaneously and dynamically in an ever-changing environment. Using the latest 
techniques from ad-hoc networks could help create a dynamic and manageable 
environment to support a complex collaborative environment. Using the latest advances 
in user interface techniques from Augmented Reality (AR) should help simplify the 
interaction process within the environment. 

1.3  Research Question 

In order to develop such an enhanced telepresence system, researchers are confronted 
with the problem of defining what exactly the components that comprise that system are. 
That is not to say that some parts of the problem have not been dealt with already, but 
rather, that those researchers only focused on narrow problem domains of related 
systems. As an example, research has looked at providing a flexibility of view in a remote 
environment purely as a computer vision problem, but never dealt with interaction in that 
environment. Research in Augmented Reality has focused on the means of interactivity 
within the environment, but never applied those findings to telepresence systems. The 
most likely practical explanation for this is that those researchers did not expand beyond 
their field, most likely due to the singular disciplinary approach taken. By taking a more 
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multi-disciplinary view, one can draw from the research of these fields, as well as from 
work done on telepresence, collaborative virtual environments, video conferencing, 
awareness systems, augmented reality and human-computer interaction, to define the 
basics of a more comprehensive system.  

The key to enhance telepresence is to look at developing the components of a virtual 
proxy, as opposed to a physical proxy, such that it includes such features as multi-user 
support, navigation and interaction. Therefore the basic research question is framed as 

‘What form should an enhanced telepresence system relying on virtual proxies take so 
that its multi-user, interactive and navigable’ 

The purpose of this thesis is to address this research question. The key areas of multi-
user support, interaction and navigation are specifically addressed. It is anticipated that 
the solution will involve the use of a large number of static cameras. A consequence of 
using a system involving cameras is that the issue of security and privacy will arise and 
consequently, security and privacy related to telepresence will also be examined. The 
means in which the form of this enhanced telepresence system is determined through the 
selected research method. 

1.4  Research Method 

The choice of the research method was carefully made, as it determines the approach and 
success of the work. The research is based on many existing systems, no entirely new 
scientific theory on presence is likely to be forwarded, and that would rule out scientific 
methods. The action research approach was not used as it was considered that in order to 
carry out this form of research, an existing experimental system should be available. This 
was not possible, as no such TeleReality system existed. Different theory research 
methods were also considered. It could be argued that the resulting work from the thesis 
could be considered a theory. However the breadth and multi-disciplinary scope of the 
work was considered to be too broad a topic, as the theory research method requires a 
more narrow focused approach. In addition, the basic elements of the system would still 
have been required in order to test out a single theory. Also, as it was anticipated at the 
beginning that many of the different concepts were already tested and established, the 
focus of the work concentrates on combining these into a new single system. After 
careful consideration of all of the available research methods, the Constructive Research 
approach, described by March and Smith (1995), was considered to be the most relevant 
and applicable for this research work. 

1.4.1  Constructive Research method  

The constructive research approach has four levels, shown in Figure 1, the construct, 
model, method and instantiation. March and Smith (1995) define these as 
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Constructs:  Also called concepts, these ‘form the vocabulary of a domain. They 
form the specialised language and shard knowledge of a discipline or 
sub-discipline’ 

Model: The model is a ‘set of propositions or statements expressing 
relationships among constructs’. 

Method:  A method is ‘a set of steps (an algorithm or guideline) used to perform 
a task. They are based on the underlying constructs and methods’.  

Instantiation: This is the realisation of an artefact in its environment. 

The constructive research approach is mainly favoured by those of the Engineering 
profession who are more used to constructing new objects or approaches. Each level has 
a Build and an Evaluate part. Essentially, one must build the construct or implementation, 
and then evaluate that build in order to determine their accuracy. 

Fig. 1. Constructive Research framework 

1.4.2  Addressing the research question with the constructive method 

In applying the constructive research approach to the research question outlined for this 
thesis, one must first determine at which level that research question is currently situated. 
Currently, there are no systems that match the enhanced telepresence system 
requirements as proposed in this thesis and as a result, the constructs that constitute the 
system are not known. In order to develop an instantiation, method or model of the 
problem, one must first know what those basic constructs are. These basic constructs are 
essential to any engineered system. As an example, let’s take a pen. The basic constructs 
or constituent parts would be ink, a container to hold the ink, a head of some type to 
govern the transfer of the ink to paper and an enveloping case. There can be different 
relationships between ink colours, different models, or different methods of how the pen 
works, yet the pen still has the basic constructs of what classifies it as a pen, which is the 
starting point for all of the following variations. 
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1.4.3  Research process 

The research method followed an iterative process based on an analysis–build-evaluate 
approach shown in figure 2. The driving force behind the analysis phase was based on the 
use of scenarios. These scenarios were built by a through understanding of the research 
field that was acquired through literature surveys and the specific goals set out within the 
Paula project to develop new mobile telecommunication services based on mobile 
Augmented Reality technologies. The build part of the cycle implemented these scenarios 
by a process of identifying the constructs from the scenarios and related literature and 
building an experimental system. The outcome of the build stage was evaluated on a 
qualitative basis. The goal was to understand if the approach proposed by the scenarios 
and the identified constructs were valid in terms of their logical cohesiveness, 
practicality, strengths and weaknesses. There were two phases, or iterations, of this 
process with the outcome of the evaluation used as the input to the second iteration.  

Fig. 2. The Analysis-build-evaluate process. Analysis consists of scenarios and a literature 
survey. The outcome of the analysis phase was used to identify and build constructs which 
resulted in a design prototype. These design models were developed and evaluated on a 
qualitative basis, with particular attention on the validity of the constructs. 
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1.4.3.1  Phase I 

The focus of phase one was to study how one could use mobile augmented reality 
systems to support meetings, whereby the mobile participant is remote. This resulted in 
the basic scenario for a simple mobile meeting (Hickey 1999). In this first iteration of the 
process, the goal was to support a feeling of presence by the mobile user in the meeting 
environment so as to improve their performance.  

Analysis: To support this work and help build an implementation of this model, a 
literature survey on Augmented Reality, video conferencing and media spaces were 
carried out. The literature survey on video conferencing also included studying the 
behaviour of people in meetings as well as the behaviour inherent when people 
communicate in meetings through technologies. The analysis showed that the 
technological needs were different. When using augmented reality in a local space and 
when operating over a telecommunication medium from a different space. The analysis 
phase also showed the importance of the users perceived position in the remote 
environment, in particular gaze awareness. 

Build: The build section was carried out by identifying the main constructs for a 
mobile meeting environment. This was greatly facilitated by the use of an exiting system 
whereby an omni-directional camera was attached to a remote control car to provide 
feedback to an augmented reality user controlling the car. Taking the camera from the car 
and keeping it in a fixed position in the meeting room provided a more immersive visual 
feedback to a remote augmented reality user. The use of this system provided advantages 
that were not originally identified by the analysis phase, namely the support for multiple 
users. Had the car been used as part of the experiment, it could not be said with certainty 
that the importance of a multi-user system would have been concluded. 

Evaluation: The mobile meeting experiment was then evaluated on a qualitative basis. 
There were considerable technical difficulties in the performance of the system but the 
experiment did support some basic ideas about the system. More importantly however, 
was that the experiment underlined a number of flaws in the original thinking of the 
analysis phase. In particular it became clear that an improved mechanism for supporting 
interaction was essential to the usability of the system. Also, while the omni-directional 
camera supported some flexibility of view, it was not comprehensive enough to match the 
requirements proposed in the analysis.  

1.4.3.2  Phase II 

The results of the evaluation from phase I were used as a basis for phase II. Phase I 
evaluation identified the key characteristics for an enhanced telepresence system as that 
of multi-user support, interaction and navigation. Phase II was therefore focused on 
developing constructs and a system to support these characteristics. It was not clear at the 
beginning of phase II if those constructs would differ significantly from existing systems, 
hence the need for this second iteration.  
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Analysis: The analysis phase used the results obtained from phase I. This phase looked 
at a number of potential scenarios. The primary scenario of interest was a taxi trip 
scenario developed as part of the CyPhone project (Kuutti et al. 1999). The basic scenario 
offered some promise, and some modifications of this taxi trip scenario was made to 
explain the workings of an enhanced telepresence system. The analysis phase also looked 
at strategies for constructing world environments based on video data. The combination 
of these scenarios and research activities were fed into the build stage. 

Build: The build phase took the scenario and technological solutions proposed from 
the analysis phase to identify a set of constructs necessary for an enhanced telepresence 
system. These constructs were used as the basis for a visual cell model, one capable of 
meeting the goals set out in the analysis stage. A description of the analysis and build 
phase that led to the visual cell model (Hickey et al. 2000).  

Evaluations: To evaluate the visual cell model, and hence the constructs, an 
implementation of the visual cell model was made. This implementation was evaluated to 
ensure that the constructs proposed fitted together logically, were located in the correct 
position and to see if there were any elements missing from the system. As a result of this 
phase, the existing constructs were deemed satisfactory. However, it was also determined 
that issues of privacy and security should be incorporated as integral parts of the system. 
This was the final stage of the research process.  

1.4.4  Construct charts 

March and Smith (1995) do not propose a visual method for presenting the research 
constructs. This thesis does visualise them by building a ‘construct chart’. This is 
supplemented by a table which shows how the different constructs would relate to 
different technologies. This chart should not be confused with a model in the constructive 
research approach. The construct chart shows the general relationship between each 
construct. The model in the constructive research frame can have multiple elements as 
part of one research construct. The model in the constructive research field defines highly 
detailed and specific technological relationships between every part of the model. So as 
an example in a virtual reality environment, a construct may be sensor display, which 
means that to use a virtual reality system one needs to provide a means for viewing 
sensory data, a fundamental construct for all VR systems. One model based on this 
construct would define a system using only a head mounted display and explicitly define 
the relationship with other elements of the system. Another model of the sensor display 
construct would include a HMD, force feedback and sound.  

1.5  Introducing a name - TeleReality 

The enhanced telepresence system proposed in this thesis is described as TeleReality, 
which is a combination of the words telepresence and virtual reality. There are two 
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advantages for coining the term TeleReality. The first advantage is that it negates the need 
to continually refer to the solution proposed here as ‘an enhanced telepresence system as 
set out by the research question’. The second advantage is that it is useful to differentiate 
the system proposed here from other technological implementations of teleoperation, 
CVE’s and augmented reality.  

1.6  Contributions and Results 

The results of this thesis show that it is possible to have a telepresence system that does 
not depend upon physical proxies, but rather virtual proxies. The results also show that it 
is possible that such a system can support multiple remote participants. The thesis also 
shows that the remote environment can be navigated by the user, the extent of which is 
determined by the sophistication of a supporting camera systems used. The thesis also 
shows that a highly interactive environment can be supported between the user and the 
remote environment and with other people located in the remote environment. 

The constructs for such an environment are identified and revolve around the need for 
a multi-user system that can be navigated, and that supports interaction between remote 
TeleReality users and local users. This system is based on the use of a fixed 
communication network connecting the TeleReality user to the remote environment, and 
from there, ad-hoc network elements form the basis of connections with the remote users 
in the environment.  

To create an environment that can be navigated, a ‘world’ is created by establishing a 
system of cameras from which image processing software can calculate multiple 
perspective images. This world can be 2D or 3D, dynamic, i.e., updated in real-time, or 
static, i.e., not real-time. The world is further sub-divided into smaller groups of cameras 
covering sub-spaces, called partitions. As a consequence, the system must support 
navigation, i.e., the ability for users to handover from one partition to the next. The 
important factors in the calculation of this are the user’s position, perspective and 
movement.  

The advantage of this camera system is that each user can receive the same video 
images, but then utilises their own image processing software to calculate their own 
perspective viewpoint. The video images may be sent in a number of different ways, e.g., 
broadcast video. This ability to calculate unique perspectives based on common data 
enables multiple users to utilise the system simultaneously, thereby supporting a multi-
user solution. 

Interaction was identified as an important component for providing presence and 
functionality in the environment. The system is divided on the basis of actors, who 
initiate actions in the environment, artefacts which provide services to the environment 
and transactions which provide the communication between them. A multi-sphere model 
(IST 2000) was applied to define the organisation of these entities into a geographically 
based model of personal user spheres, local area based spheres and global spheres. This 
organisation enables this model to be overlapped to some degree with the partition system 
used in creating the visual world. 
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When using a camera based system like that proposed here, issues of privacy and 
security arise. The solution is partly organisational, partly technological. A ‘trust 
contract’ is established between the people in the system and those operating the system. 
This guarantees various levels of awareness, control, access rights, and the integrity of 
the system. Ad-hoc networks are considered to be unreliable at the present and hence I 
propose that each user forms a one on one connection to the fixed part of the network, 
ensuring the possibility for third party certification.  

An example of a TeleReality model called the ‘Visual Cell Model’ that is based on 
these concepts was proposed. A partial implementation of the visual cell model was 
constructed within the project PAULA (2003). In implementing this model, it is shown 
that many of the core constructs are essential for its operation. It was also possible to 
show that the deficiencies within the implemented system were the results of the 
constructs that were not implemented. 

1.7  Importance of the Research 

The importance of this research is that it addresses a long term problem with telepresence 
systems that heavily restrict their acceptance as a widely available commercial 
technology. Telepresence applications are normally used for specialist work 
environments, usually hazardous to humans. The most successful telepresence technology 
is videoconferencing, but this also has many restrictions, especially in its support for 
presence and as an interaction medium. The comprehensive solution presented here 
shows how a more immersive, interactive and multi-user system can be implemented and 
is the first attempt to group together everything that is necessary for such an environment. 
It also identifies the negative consequences of the system to privacy/security and 
proposes solutions to these from fields that would not normally be considered by 
telepresence researchers. Since the start of this research, computing power, network 
bandwidth solutions, HMD design and ad-hoc network solutions have steadfastly 
advanced. At this rate, the system I propose may be available within the next few 
decades. Therefore the early identification of the constructs will speed the development 
of these solutions. 

Outside of the core issue dealt with in this thesis, elements of this work can be applied 
to other areas. The first area that could benefit is videoconferencing. Applying the 
interaction framework to existing videoconferencing systems should reduce the need for 
location dependent specialised interactive hardware devices. Consider that most video 
conferencing systems work around the exchange of information, and that this information 
is often taken from electronic format, transferred to a physical medium e.g., printouts and 
it is the manipulation of these physical items that constitute the majority of the 
specialised interaction devices used in video conferencing. This research shows ways in 
which information can be exchanged directly by staying in the virtual informational 
space. The advantage of this is that fully interactive videoconferencing meetings can be 
held anywhere there is a camera, hence no longer requiring specially designed 
videoconferencing locations.  
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The repercussions of this improved mobility of videoconferencing might not have had 
such a great impact with current or recent technologies. However, future mobile phones 
are being equipped with still/video cameras. This means that simple (and primitive) 
videoconferencing systems can be set up anywhere and anytime, as all that is needed is a 
video camera and communication link, both provided by a mobile phone. This work 
shows how interaction could work in this scenario. It also shows how cost benefits may 
be achieved with one phone acting as a proxy for the meeting and others attaching to it 
using ad-hoc networks. This reduces costs by having only one long haul connection, 
instead of a long haul connection per meeting participant. 

Another area of importance that this research will impact is in remote maintenance 
activities. Augmented Reality is been used in some cases to help maintenance workers. 
This research shows ways in which a remote person can help guide an operator in a 
maintenance activity. In this case, a maintenance worker can call upon senior personnel 
and experts for assistance. The “team” can then exchange information, e.g., the assistant 
could put notes on the maintenance workers visual field. This just in time maintenance 
expertise could work in areas such as car and household maintenance, medical checkups 
(human and veterinary) and house appliance maintenance. In short, this can be applied to 
any situation where one person needs help with a task from a person who is remotely 
situated. The benefits come from the reduced needs of a professional to spend time 
travelling.  

1.8  Organisation of work 

The thesis is organised as follows. Chapter 2 describes the theoretical background of 
presence, telepresence, virtual reality and ubiquitous computing. These contain important 
concepts which are evident throughout the thesis. Chapter 3 gives a more technological 
view of the important research fields that affect this work. In particular, the constructs for 
existing telepresence systems are described. The other technologies deal primarily with 
the fields of virtual environments, augmented reality and media spaces, and ad-hoc 
networks. Chapter 4 describes the shortcomings and limitations in current telepresence 
systems. These limitations describe the research problem in more detail and the approach 
taken to meet these problems. A set of constructs for the system to achieve the goals of 
multi-user support, interaction and navigation are proposed and described. A comparison 
of the basic constructs between TeleReality and the other areas in the field is also given. 
Chapter 5 describes the components that the constructs need for interaction. Chapter 6 
describes the constructs needed to provide detailed visual information in a telepresence 
system and support navigation. Chapter 7 describes the main constructs to ensure security 
and privacy within the system. Chapter 8 describes a simple model called visual cell 
systems which partially implements a TeleReality system. Chapter 9 contains an 
evaluation of TeleReality by focusing on a sample meeting and evaluation of the visual 
cell model. Chapter 10 contains an evaluation of the constructs, the restrictions on the 
system, a theoretical impact summary and a discussion on the technologies that are 
important but neither mature nor available within this work. Chapter 11 concludes the 
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thesis with a summary of the rationale for the thesis, the main findings and the future 
research work and applications that result from this thesis. 



2 Presence, Virtual Reality, Telepresence and  
Ubiquitous computing 

This chapter summarises the different theories which are often found when discussing 
telepresence. The most important theoretical base is the concept of presence, which is a 
goal that those working in the field try to achieve. This is followed by a discussion of the 
different theories on telepresence that permeate throughout the research field. No one 
theory is dominant and hence one must look at them each in their own context. Lastly, the 
Ubiquitous computing and the Wireless Strategic Initiative (WSI) reference model are 
presented as these play an important role in enhancing the way that telepresence systems 
work. 

2.1  Presence 

A common measure of a successful VR system is the degree in which the system 
convinces the user that what they are experiencing is real. This is usually referred to as 
the level of presence the subject has while taking part in the system. For Virtual 
Environments (VE), this means that the user should feel such a degree of immersion that 
they believe they exist in a real world. For Collaborative Virtual Environments (CVE) the 
users have the same level of immersion as with virtual environments, but that they are 
also able to enhance the experience by interacting with other users present in the 
environment. For Augmented Reality this would mean that the user is able to accept the 
synthetic object overlay as been part of the world they inhabit. In telepresence, the user 
must feel that they are active and exist in the remote world and are aware of their 
surroundings. As presence is one of the means for measuring system efficiency, a 
common understanding of what is used to measure the system is needed. Unfortunately, 
no consistent means is available for this measurement process. Not only do the ideas of 
presence vary depending upon type of VR systems, but also the fundamental idea of 
presence is an open question. The study of the nature of existence is called ontology, a 
subfield of metaphysical enquiry. Zahorik and Jenison (1998) identify two approaches, 
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one based on the rationalistic view based on the philosophical theories of Descartes, 
Spinoza and Leibniz, and the other based on the viewpoint of Heidegger and Gibson.  

2.1.1  Rational View 

The rationalistic view is a theory of knowledge acquisition and holds that knowledge is 
obtained on the basis of reason, or rationality. This is classically opposed to the idea that 
knowledge is acquired through experience, which is the empiricist stance. Winograd and 
Flores (1986) outline the assumptions for the rationalistic view. 

− We are inhabitants of a ‘real world’ made up of objects bearing properties. Our actions 
take place in that world 

− There are ‘objective’ facts about that world that do not depend on the interpretation (or 
even presence) of any person. 

− Perception is a process by which facts about the world are(sometimes inaccurately) 
registered in our thoughts and feelings 

In this view, the central argument of the rationalistic view is put forward. The process 
first starts by identifying the objects in the real world and creating a mental picture of that 
world. This mental picture is what is termed as reality and our presence is the manner in 
which we feel part of that world. There is a separation between this mental picture and 
the actual physical interaction with the real world. Hence, the internal mental picture is a 
rational logical view of the world that is perceived, as separate to the world that is 
physically real. 

This definition is an attractive means to evaluate VR systems for researchers who wish 
to develop immersive environments, but find them notoriously difficult to measure. The 
central problem is that to measure it, one must have knowledge of the internal mental 
image of the subject in order to measure the system, which is an extremely difficult 
process of information extraction. 

In VR systems, two types of measurement are proposed, subjective measures and 
objective measures. Both subjective and objective measurements are needed to evaluate 
systems (Held & Durlach 1992, Sheridan 1992). The subjective measure is acquired by 
obtaining the user’s sense of immersion or presence in the environment and the objective 
measure is acquired by observing the users’ performance in the system. That such a dual 
measurement system exists, implies that there is a possibility of conflicting results, e.g., 
as with systems with low presence scores, but high usability measures. Zahorik and 
Jenison (1998) say that researchers are continually forced to relate subjective feelings of 
presence to objective facts of presence, both through theory and measurement. 
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2.1.2  Heidegger/Gibson view 

Zahorik and Jenison (1998) combine the views of Martin Heidegger, a mid-twentieth 
century German philosopher, and J.J Gibson, a psychologist, to provide a different view 
of presence in VR. Martin Heidegger was interested in the question of what it means to 
be, while Gibson is interested in perceptual theory. 

Heidegger believed that it was not possible to adopt a detached and analytical 
viewpoint for examination of what it meant to be, since such an examination takes place 
in the context of certain physical, social and historical states of affairs. Heidegger 
advanced two concepts of ‘throwness’ and ‘readiness-to-hand’. 

Throwness: Heidegger claims that we are thrown into situations that we must 
continually act and interpret. By throwness, the subject is placed in an everyday situation 
which calls upon him to act. In this state of action, one is not able to stand back and 
analyse the situation and actions as one is too occupied with the act, in what is called 
‘being in the world’. 

Readiness-to-hand: While throwness describes our situation within an environment, he 
contends that interaction with objects follows a similar path. For example, if one were to 
hammer a nail, then the subject usually concerns oneself with the work at hand, i.e., 
hammering the nail, rather than the tools that do the work (hammer). The tools 
themselves become transparent to the user. The action of hammering precludes the user 
from having a stable representation of the equipment that he uses. The hammer is then 
‘ready-to-hand’. Under certain conditions, the user does form a representation of the 
tools, but in this case the tools are changed to ‘present-at-hand’, a process called 
breakdown, e.g., when the user drops the hammer while using it, the action is broken and 
the user becomes fully aware of the hammer again. Heidegger offers some ideas by 
linking presence to task completion, in other words our presence in the world depends 
upon action/interaction with the system, which is easier to measure than subjective 
impressions. 

Gibson argues that perception is a direct process of picking up information from an 
information rich environment. Hence, the environment is both the object of perception 
and the source of perceptual information, i.e., the perceiving organisms are intimately 
related, and namely that perception for the organism is the pickup of information and 
supports action. This action-supportive information is termed affordance. Actions of the 
organism (e.g. hand) have consequences for the environment and the nature of the 
environment has consequences for the organism. Gibson’s central idea is that there is an 
ecological relationship between the perceiver (the subject) and the perceived 
(environment). 

Both Heidegger and Gibson, then, have a similar view that existence and perception 
are formed on the basis of interaction with the environment, or, that presence is 
tantamount to successfully supported action in the environment, that environment may be 
real, virtual as well as local or remote. 

Perhaps the difference between the rationalistic approach and the Heidegger/Gibson 
viewpoint is that whereas the rationalistic approach concentrates on subjective/objective 
measurements, the Heidegger/Gibson rationale would only focus on the degree to which 
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the subject is working in the environment. In this sense, if the subject is fully involved 
and present in the environment, they have little time to develop subjective views. 

The essence of the debate between the rationalistic and Heidegger/Gibson views is 
how to measure the effectiveness of a VR system. A desktop VE with no sensoring or VR 
equipment might engage the user so effectively that it would score very high in a 
Heidegger/Gibson form of measurement, but much lower in a rationalistic setting. Taking 
the Gibson discussion on the relationship between the organism and its relationship with 
the environment, he maintains that the organism evolves to suit the perspective around us. 
This may well be true, but discrepancies in the visual field can cause motion sickness and 
other side effects. It may be true that the organism may evolve to fit the environment, but 
the less optimistic scenario is extinction, or our refusal to use an organism that causes 
users to be violently ill. The action of immersion is to effectively reduce conflicts 
between what is perceived in the real world and the virtual. 

Sheridan (1999) argues that, in reality, there is little practical difference between the 
different ontology’s, and that, ultimately, the design and implementation is an engineering 
task. He suggests that, for this reason, an engineering approach should be taken. Instead 
of mental and physical separation, he uses control theory to expound the sensor and 
motor aspects.  

2.2  Telepresence Theories 

Telepresence has its roots in the coupling of robotics and telematics. The earliest known 
work on telepresence comes from the writing of the science fiction author Robert 
Heinleins short novel ‘Waldo’ (Kac 1993). In this tale, a genius by the name of Waldo F. 
Jones suffers from a disabling disease and lives in a zero gravity home in orbit around the 
earth. He builds hardware devices called ‘waldos’ that respond to his hand movements to 
control robotic arms on earth, while all the time receiving stereo images of his actions.  

It was Minsky (1980) who is credited with first coining the term ‘Telepresence’ in his 
article for OMNI, a magazine that specialised both in science fiction and science fact 
stories. Minsky states that the word was actually suggested by his friend Pat Gunkel. The 
promise of telepresence as seen by Minsky was that he proposed the development of a 
whole new economy of mining, nuclear, space and underwater exploration based on this 
technology. Since then, a number of different definitions for telepresence have emerged.  

2.2.1  Sheridan’s Telepresence 

In 1992, Thomas B. Sheridan helped launch the journal, ‘Presence’, dedicated to the 
study of presence for teleoperator systems and virtual environments. In that first issue, he 
advanced his theories on telepresence. Few people have written as widely as Thomas B. 
Sheridan on telepresence (Sheridan 1991, 1992a,  1992b, 1999). Sheridan is dedicated to 
the development of teleoperator environments, i.e., the control of robotic devices at a 
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remote site by an operator, or also called a teleoperator. Sheridan’s view on telepresence 
can be summed up as the ‘feeling of actual presence at the worksite’. Sheridan also calls 
telepresence a ‘compelling illusion’. The goal, as he sees it is ‘the ideal of sensing 
sufficient information and communicating this to the human in a sufficiently natural way 
that she feels herself to be physically present at the remote site’.  

The initial definition of telepresence from Sheridan’s point of view is that it is a 
subjective experience where the teleoperator loses their awareness of their local 
environment, becoming convinced that they exist in the remote environment. The goal of 
this achievement is aimed, from Sheridan’s point of view, at increasing the effectiveness 
of the teleoperator in performing their task in the remote environment. By argument, the 
more control and presence the teleoperator has of the remote environment, the more 
efficient will be their working task. Towards this task, Sheridan defines three constituent 
parts to necessitate a telepresence system,  

− Fidelity and richness of information presented to the operator, i.e., the transmission of 
important and relevant sensory information to the operator. 

− Dexterity of the control of sensors in the remote environment, e.g., the ability of the 
observer to modify their viewpoint, or to reposition his head to alter binaural hearing. 

− Ability to make an impact on the remote environment e.g., the extent of motor control 
in which objects in the environment can be changed relative to each other. 

The strength of a telepresence system is determined by how effectively a system meets 
each of these three criteria (Sheridan 1991). These determinants to presence are shown in 
figure 3. Sheridan noted that providing sensory information was the dominant factor in 
information flow, i.e., accounted for the bulk of the transmitted information over a 
telecommunication link. Sheridan does not give accurate measurement values for this 
axis, more a relative guideline which says that as you increase along each axis, one 
should near the point of perfect presence. 

Fig. 3. Sheridan’s (1991) determinants on presence for a given task in a teleoperator 
environment. 
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Sheridan determines that the effect on presence can also be heavily influenced by the 
normal filtering used in a teleoperator system, i.e., the effect of interfacing with the 
control panel, and the effect of delays brought about by the telecommunication media, 
and the degree of automaticity of the robot.  

Sheridan suggests that in measuring this model, there are two effective ways, one 
based on subjective feelings of presence, and the second, an objective feeling of presence. 
However, he does not present a means by which these themes can be measured and how 
they affect the axis in his model. 

2.2.2  Steurs telepresence 

Jonathan Steur (1992) provides a different take on the meaning of telepresence which 
differs in some important features compared to Sheridan, It does not confine the 
definition of telepresence to teleoperator systems. Steur states that telepresence ‘is the 
experience of presence in an environment by means of a communication medium’ (Steur 
1992). This definition determines that if the user feels a degree of presence in an 
environment through a telecommunication medium, then they are telepresent there. The 
consequences of this are that the topic of telepresence is not restricted to teleoperator 
environments, but it also includes computer generated virtual environments within the 
definition of telepresence. To unify both teleoperator and virtual reality systems under 
one theory, Steur identifies two primary technological characteristics, vividness and 
interactivity which are shown in figure 4. These refer to the power of technology to 
represent a telepresence environment, and not the internal mental representation of the 
individual. 

Fig. 4. Steurs (1992) variables influencing telepresence. 
Vividness refers to the capability of a technology to produce, and present a sensorial rich 
mediated environment. Two important variables for vividness are breath and depth. 
Breath refers to the number of sensory dimensions simultaneously presented, e.g., touch 
(haptic), sound, visual imaging and taste/smell. Depth describes the quality of the sensory 
information received. An image with a higher resolution, and hence greater depth, is 
considered to be better than a low resolution image. Likewise, such is the difference 
between high quality 3D sound systems and normal 2D sound systems. 
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Interactivity is defined as ‘the extent to which users can participate in modifying the 
form and content of a mediated environment in real time’. Steur identifies three factors 
important to interactivity; speed, range and mapping. Speed describes the real time rate at 
which information is mediated within the environment. It is based on real-time 
interaction where interactions by the user in the environment are updated quickly and 
efficiently to maintain the actual representation of the system with the user’s mental 
representation. Range of interactivity is determined by the number of attributes of the 
mediated environment that can be manipulated and by the amount of variation possible. 
In other words, its the degree of change that can occur in the mediated environment. 
Mapping refers to the way in which human actions, such as moving, turning ones head, 
affect the mediated environment. These actions are captured by control devices, e.g., 
joysticks, which are then mapped or connected to actions in the mediated environment. 

Steur rates different media systems by constructing a two axis chart for interactivity 
and vividness shown in figure 5. At the low end of this chart are things like books, at the 
high end, concepts such as star trek ‘holodecks’ and MIT’s Kidsroom (Bobick et al. 
1999). In the middle are media such as CD’s and VCR. 

Fig. 5. Various media technologies classified by Vividness and Interactivity 

2.2.3  Zeltzers AIP 

David Zeltzer proposed a taxonomy for graphical simulation systems based on three 
components, autonomy, interaction and presence (Zeltzer 1992). While Zeltzer focused 
more on the effect of presence in virtual environments, the taxonomy is general enough 
so as to also apply to telepresence systems (Steur 1992). For Zeltzer, autonomy is a 
‘qualitative measure of the ability of a computational model to act and react to simulated 
events and stimuli’. Autonomy describes the model of the space in virtual environments.  
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Interaction means the degree of access to model parameters at runtime with immediate 
response. This can vary from a state were there is no interactive response to a state of 
rich, immediately responsive interactions. The difficulty in interactive design, according 
to Zeltzer, is to organise the interaction environment so that the user is not overloaded 
with potential interactions that would limit their ability to perform tasks.  

Presence is a measure of the number and fidelity of available sensory input and output 
channels. In VE’s, this presents a problem as there are limits to the degree of 
photorealism and processing power to build a system that is entirely convincing. 
Therefore, Zeltzer distinguishes between the degree to which models can be accessed at 
runtime (interaction), and the means for accessing those parameters. Hence, the focus on 
achieving presence depends upon sensory information received by the user, such as 
visual, auditory, haptic and control, through devices. Presence provides a ‘measure of the 
degree to which input and output channels of the machine and human participant(s) are 
matched’. 

 
 
 

 

Fig. 6. Zeltzer's (1992) AIP - cube 
Zeltzer organised these three components into axis ranging from values 0 to 1, to form 

the AIP cube shown in figure 6. The value (0,0,0) represents the point where the user has 
no interactive ability, presence, and there are no autonomous agents. The point (1,1,1) 

Presence 
Physical

(0,1,0) 
Complex Work  
Domains 

(0,0,1) 
Immersive 
Interfaces 

(0,0,0)

(1,0,1) 

(1,1,0

(0,1,1)

Autonomous 
Agents 
(1,0,0) 

‘Virtual (1,1,1)

Interaction 
Logical

Autonomy 
Computational 
Models 



37 

represents the goal, full virtual reality with the simulated model reacting continuously to 
stimuli, responding to the actions of human participants and offering an environment that 
is indistinguishable from the real world. Different graphical simulation systems exist 
somewhere between these two points. Zeltzer concludes that the problem for interaction 
is to understand how to abstract complex control spaces. For presence, it is to improve 
our understanding of human perception and design devices accordingly, and for 
autonomy, work is continuing on developing stronger models e.g., motion models. 

2.2.4  Robinetts Theory 

Warren Robinett set out to classify systems that incorporate a head mounted display, such 
as tele-operation and virtual reality (Robinett 1992a, 1992b). Robinett proposes that the 
main reason for needing this classification is that we have both direct action with the real 
world and also a technologically-mediated experience. Robinett sets out to classify eight 
features based on this technologically-mediated experience. These are causality, model 
source, time, space, superposition, display type, sensor type, action measurement and 
actuator type. 

− Causality makes a distinction about what type of synthetic experience is received, 
whether the actions affect a virtual world, a real world (teleoperation) or are recorded 
(film). Model source describes the mathematical model stored in a database that acts 
as the basis for building a virtual model. That model source can be scanned in with 
real world data or crafted piece by piece by a designer. 

− Space and time refers to the scanning and display of the environment and the time 
dimension in which it occurs. In teleoperation, the scan space is displaced from the 
display space, and, in some cases, the display space differs in scale, e.g., such as in 
microsurgery. Additionally, the time dimension covers the period in which the scanned 
space is shown in the display space. It can be instantaneous, delayed or, in some cases, 
scaled differently to capture important information events, e.g., slow motion replay of 
a goal during a soccer game. 

− Superposition allows a merging of a virtual world with a real world. This form of 
superposition can be applied by superimposing objects on the subject’s view using 
HMD’s with half silvered mirrors. It also applies to other areas such as superimposing 
sound and tactile responses. 

− Display and sensor type cover devices that support every phenomenon that human 
beings sensory organs can detect. Each display type has a list of corresponding sensors 
that provide information for it. Display devices include visual displays, tactile devices, 
auditory, smell and taste. 

− Actions and actuators describe how actions of the users are enforced in the remote 
environment by various actuator devices controlled by the user. Actuators in Robinetts 
model are confined only to tele-operation classed systems, while action events are also 
applied to VE systems. 
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2.2.5  Schloerbs Telepresence Model 

Schloerb defined telepresence as occurring when ‘the person perceives that he or she is 
physically present in a remote environment’ (Schloerb 1995, 64). He attempted to 
distinguish between objective and subjective telepresence. The ability to modify the 
remote environment determined whether objective telepresence occurs at all and the 
degree of telepresence is decided by the ability to perform a remote task. Schloerb 
defines subjective telepresence as the subjects impression as to whether they feel that 
they exist physically in the remote environment. This can be accomplished by the subject 
identifying so strongly with the remote task that he believes himself to be actually 
operating within the remote environment.  

Schloerb therefore says that one is either telepresent or not. He does, however, 
separate strongly between objective presence (teleoperator performance) and telepresence 
(subjective telepresence). For him, the most important thing is the ability to do work in 
the remote environment, i.e., objective presence, with some exceptions such as 
entertainment.  

2.2.6  Milgram's continuum 

Paul Milgram expressed an interest of somehow characterising the differences that exist 
within the definitions of telepresence and virtual reality. Unlike traditional teleoperator 
designs, Milgram mixed computer graphical environments with standard teleoperator 
systems. This lead Milgram to develop a taxonomy to explain how this mixing of reality 
could be formulated when using a video based head mounted display. 

Milgram and Colquhoun (1999) described the problem in terms of the Reality-
Virtuality continuum shown in figure 7. To the extreme left of this continuum is the real 
world, i.e., an environment that is in no way modified by any virtual synthetic object. 
Examples of the real world are the present local real world around us and telepresence 
systems that provide a live video feed from another real world location. To the extreme 
right is the Virtual World, a completely computer generated synthetic world. In between 
these two extremes we have some mix of both the real world and the virtual world. 
Technologies that are located on the right side of the continuum are basically computer 
synthetic worlds where real world images and objects are included. As an example, a 3D 
world with real-time voice or dynamic video feeds. The world is basically synthetic, but 
is augmented with real world components. This is referred to as Augmented Virtuality 
(AV). To the left of this continuum, we have what is essentially the real world which is 
augmented with synthetic objects. In this scenario, the world about us is real and 
synthetic images are overlaid onto the real world. This area is referred to as Augmented 
Reality. 
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Fig. 7. The Reality –Virtuality Continuum  

2.3  Ubiquitous Computing 

Ubiquitous computing describes the situation where computing is everywhere and 
operates largely in the background of everyday activity, and, to all intent purposes, 
becomes invisible to the user (Weiser 1991). It takes many small computers located 
throughout the environment, mostly invisible to users, performing small tasks, but 
connected together by wireless links to enhance the overall computing power available to 
the user (Weiser 1993). Achieving this goal meant studying various aspects of the 
production of these small devices, such as smart appliances (Hansmann et al. 2003), and 
connecting them together using radio links, one such example being ad-hoc networks.  

2.3.1  WSI Reference Model 

The World Wireless Research Forum (WWRF) has worked to develop a reference model 
whereby ubiquitous computing platforms can be integrated into 4th generation mobile 
networks. The result of this has been to propose a reference model for mobile systems 
based on I-centric design (Popsecu-Zeletin 2001). I-centric design aims to develop 
services and applications that are human driven as opposed to technology driven. The 
technology adapts to the users needs, which requires the technology to support the user 
and modify its behaviour based upon the users context. It also adapts the communication 
system to meet the demands of each individual (Arbanowski et al. 2001). 

The Wireless Strategic Initiative Reference model covers all aspects of the wireless 
world from business models and user issues down to radio interfaces. It describes the 
grand building blocks of the wireless world and how they interact at reference points. The 
combined definition of business models and reference points enable the early definition 
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of roles and business relationships as well as assumptions on business topology and 
market value chains and value networks. (Arbanowski et al. 2002). 

Fig. 8. Structure of the WSI Reference Model 
The WSI reference model describes the Wireless World as a set of concentric spheres 
inhabited by the networked communication elements (CEs) shown in figure 8. These 
concentric spheres are a simplified version of the multisphere model set out in the WSI 
Book of visions 2000 (IST 2000). The main achievement is the definition of the 
‘Communication element’, which acts as a communication entity in the different spheres. 
The different spheres reflect the vicinity of building blocks in respect to the user 
communicating in the wireless world. The wireless world is made of a large number of 
these CE elements, similar to Weiser’s view. The Local sphere can be seen as a Body 
Area Network (BAN), the local sphere serves for local networking infrastructure and the 
global sphere is responsible for global connectivity. The communication elements are 
divided into four layers: the Cyberworld, Open Service Platform, Interconnectivity and 
Access, as shown in figure 9. 
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Fig. 9. Building blocks of Wireless World Communication elements 

− The Cyberworld hosts all application specific functionality. It relies on a generic 
service infrastructure provided by the ‘Open Service Platform’ and exploits it to 
implement application service elements. It has the means to generically describe and 
explain their characteristics and demands to ensure that the underlying infrastructure is 
being used efficiently and to the user’s satisfaction. 

− The Open Service Platform is responsible for providing a flexible and generic service 
infrastructure to the cyberworld, in order to facilitate the creation of new services 
according to user’s and telecom operator needs. The restrictions imposed on the 
creator of services have to be reduced to a minimum by providing reusable generic 
service elements. 

− Interconnectivity can also be referred to as the networking part of the Wireless World 
reference model. The functions located there take care of logically linking 
communication elements from different spheres together and maintain and manage 
these links even when they are subject to a change of network topologies or access 
networks. 

− Access implements all aspects of the physical connection(s) between different CEs. 
These may also be radio or other types of connections. Due to the hierarchical 
structure of the reference model, a connection in higher spheres could use multiple 
connections in underlying spheres, relying on services provided by the 
interconnectivity block. 
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2.4  Summary 

This chapter described the background theory that is prevalent in the area of telepresence 
and ubiquitous computing and forms the basis for the central philosophy of presence in 
this work. It describes the philosophical basis for subjective telepresence, as advanced by 
Descartes, and the more objective telepresence school of thought, as supported by 
Heidegger and Gibson. Numerous theories of telepresence, their mechanics and 
classifications are described by Sheridan (1991), Steur (1992), Zeltzer(1992), 
Robinett(1992), Milgram and Colquhoun (1999) and Schloerb(1995). These have as a 
common framework, the importance of sensory information, the importance of being able 
to interact and work in remote environments and the need for feeling subjective presence 
to support this work. Finally, the WSI reference model was described as the basis for the 
implementation of the ubiquitous computing vision. 



3 Virtual Reality Technologies 

In this chapter, the term Virtual Reality is examined, and it is explained how it has 
become a misused term to describe the use of certain technologies such as Head Mounted 
Displays, position sensors, audio, computer generated synthetic objects and haptic 
devices. These technologies are used to realise a degree of presence as described in the 
previous chapter. This chapter describes a set of VR research fields that use common 
technologies, which are shown in figure 10. The chapter describes how different research 
fields have evolved under the common name of VR and how these research fields address 
common problems. Different research fields within Virtual Reality, such as Augmented 
Reality (AR), Collaborative and standalone Virtual Environments, Media Space, 
Telepresence and Teleoperation systems will be described as these provide solutions and 
constructs that are needed to address the research question. In particular, the constructs of 
existing telepresence systems are described. An overview on the operation of ubiquitous 
computing and associated security issues is also provided, as this is an important concept 
in supporting interactions for the virtual proxy.  

3.1  Virtual Reality 

In 1968, Dr. Ivan Sutherland developed the first computer graphic based Head Mounted 
Display (HMD) (Sutherland 1968). This device was comprised of two cathode ray tubes, 
mounted on a subject’s head with the rest of the subject’s vision of the world sealed off. A 
head position sensing system was also incorporated into the system. Both systems were 
connected to a computer where a computer generated 3D graphical world resided. By 
taking the head position sensor data, a view of this virtual world was rendered and 
displayed on the cathode ray tubes in the HMD. The effect was to create a virtual 
experience for the subject by placing them in an entirely virtual world. Other researchers 
strove to create systems to monitor and impersonate the other senses. 3D audio systems 
were used to imitate sound (Begault 1994), haptic devices, such as dataglove were used 
to simulate different sensations of touch (Zimmerman et al. 1987), and treadmills were 
used to simulate motion through large areas (Darken et al. 1997).  
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By 1989 a number of research teams were working on these ideas independently and 
in parallel with each other. These projects had different names such as Virtual Worlds, 
Virtual Environments, or virtual workstations. At this time, Jaron Lanier, coined the term 
Virtual Reality (Kalawsky 1993) to describe this collective research. The term then 
became a popular word within the media and among researchers to describe the virtual 
experience possible from these technologies. 

Fig. 10. Related research fields covered by the use of VR technologies such as Head Mounted 
Displays (HMDS), haptic devices, position sensors and audio devices 

3.1.1  Defining Virtual Reality 

Having now given a name to the research area, which has managed to survive for some 
time and gained acceptance, there came the resulting necessity to define exactly what the 
term means. The result was not consistent. Most popular definitions of virtual reality are 
based on the particular technological systems employed. Coates (1992) describe VR as 
electronic simulations of environments experienced via head mounted eye goggles and 
wired clothing enabling the end user to interact in realistic three dimensional situations. 

Greenbaum (1992) considered it to be an alternative world filled with computer 
generated images that respond to human movements. These simulated environments are 
usually visited with the aid of an expensive data suit which features stereoscopic video 
goggles and fibre-optic data gloves. Krueger (1991) said that the term typically refers to 
three-dimensional realities implemented with stereo viewing goggles and reality gloves. 

While each description varies, the one thing they have in common is that they all 
define VR based on the type of equipment used. This usually involved a computer 
simulated environment and various goggles and gloves systems to access those 
environments (Steur 1992).  

Defining VR by the equipment it uses means that VR can cover a very wide range of 
technologies and these are summarised in figure 10. Synthetic environments described 
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systems with the creation of entirely virtual worlds and the use of VR technologies to 
interface with them. There are two fields here, standalone and collaborative virtual 
environments (CVE), the difference between them resulting from the need of 
collaborative systems to support multiple users working together, while stand alone 
systems act as a single user experience. To complicate matters further, researchers started 
to focus on augmenting the real world with computer generated objects, a system that is 
generally referred to as Augmented Reality (AR) (Azuma 1997). AR uses many of the 
same pieces of hardware and software as systems with completely computer-generated 
worlds, so it could also fall within the category of VR. Additionally, teleoperator systems 
can also use some of the same hardware equipment to view remote real world locations, 
and this also had some effect on other telepresence technologies such as 
videoconferencing and media spaces. Researchers then started to focus on the effect of 
the system, the sense of being present or ‘being there’ in the environment, whether that 
sense of presence was based on a totally computer generated world or based on the real 
world. The VR equipment became a means to an end, to provide a high level of presence 
or experience within the system, not just in completely synthetic environments, but also 
real environments. A consequence of the common use of technologies is that solutions for 
one field can be found in other fields, e.g., solutions to CVE can also be applied to 
collaborative augmented reality systems (Vlahakis et al. 2002). As a result, a good 
understanding of these fields should lay the basis upon which constructs can be 
developed to address the research question. 

3.2  Synthetic Environments  

Synthetic Environments are computer-generated worlds that attempt to replace everyday 
reality with one that is entirely virtual (Singhal & Zyda 1999). The user is then immersed 
in the environment using a HMD, tactile gloves and surround sound. There are two 
different types of synthetic environments of interest, stand alone Virtual Environments 
(VE) and Collaborative Virtual Environments (CVE). The difference is that a standalone 
VE is designed for the benefit of a single person and offers a platform for testing various 
immersion concepts and equipment (Slater & Wilbur 1997), as well as having a strong 
commercial relevance in the computer gaming industry. A CVE has the same structure as 
standalone VE, but includes support for multiple actors within the environment, a 
distributed communication network and support for work collaboration (Greenhalgh & 
Benford 1999). 

3.2.1  Stand-alone Virtual Environments 

A Virtual Environment is a computer simulated world consisting of mathematical and 
software representations of real (or imagined) agents, objects and processes, and a 
human-computer interface for displaying and interacting with these models (Zeltzer 
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1992). The user is then placed in the environment in a number of ways. The standard 
method is to place a HMD on the users head and attach it to a tracking device. For 
additional immersion, tactile feedback using gloves, motion feedback and auditory 
feedback can also be used. Figure 11 shows the different components of a VE. 

Fig. 11. Different VE components, the HMD, tactile devices, tracking sensor’s and graphical 
world 
Graphical world: The basic world in the VE is a graphical representation of a world that 
is built using 3D graphics software and hardware. The sophistication of these 3D worlds 
is heavily dependent upon the processing power of the software and hardware. The most 
popular means to create 3D-world content is to define a small polygon with points in the 
Cartesian plane. These small polygons are then combined to form more sophisticated 
objects. Visual colouring or images are then mapped onto the surface of each polygon in 
a process called rendering. To effect animation, transforms are applied to the polygons, 
altering their position relative to each other to give the impression of motion. The 
complexity of the model, as in the number of polygons, and the complexity of the 
rendering images determine how much processing power is needed for the creation of a 
smooth world. Special 3D graphical video cards are available which are dedicated to the 
processing of large volumes of polygons and rendering. In general, the more visual 
complexity offered in a VE, the greater the lag will be induced (Reddy 1997) as the 
system struggles to keep up with the users’ change of position. This lag, which is also 
made worse by delays in position system and errors, can cause effects of motion sickness, 
or cybersickness (Regan 1995). Other contributing factors to cybersickness include 
vection and HMD Field of View (FOV) (Stanney et al. 1998).  

Head Mounted Display: The HMD provides the visual sensory information of the 
environment to the subject, and hence is one of the most important means in which 
immersion in the VE is achieved. For VE’s, the HMD is usually a closed system that 
excludes any vision of the outside world, other than the image shown on the virtual 
display. The HMD usually consists of an image source, mirror, an eyepiece, and for see 
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through systems, a combiner (figure 12). The image source is usually a display 
technology such as a cathode ray tube or a Liquid Crystal Display (LCD). The mirror in 
the system acts to bend the light source, to direct the light source to the subject’s eyes so 
as to have a more compact piece of equipment. The eyepiece acts as a magnifier so that 
the image appears larger. The Combiner is a half silvered mirror which reflects the image 
source to the user as well as leaving a portion of the outside world scene into the eye. 
Some of the most important restraints on the HMD are the display resolutions, Field of 
View (FOV), binocular overlap, and various technical distortions introduced in the 
system. (Kalawsky 1993) 

 

Fig. 12. Components of a HMD. The half-mirror can be replaced with a full mirror for non-
see through HMD 
Position Sensors: Acquiring the position and orientation of a person’s body elements is 
important, e.g., the position of the head is needed to calculate the correct perspective 
image in the 3D environment. Other position information of interest may be the hand 
position, for interaction, and walking position, for navigation. There are four basic 
approaches to sensing position, electro-mechanical, electromagnetic, acoustic and optical 
technologies. One of the most common of these is the Polhemus tracker, which uses an 
A.C. electromagnetic system. The Polhemus tracker has low frequency magnetic fields 
using a three-axis dipole source with three magnetic sensors and works by tracking the 
changes in this magnetic field. For this to work, the system must first be calibrated to 
determine the starting reference position. Such systems have very low range and need 
constant calibration. (Kalawsky 1993) 

Haptic device: Haptic devices allow the human operator to select and operate 
computer systems with a virtual hand controller that provides natural feedback via tactile 
stimulation and force feedback. The user’s hand position and orientation is determined 
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and is input into the virtual world generator so that it can display an image of the hand in 
the correct position on the Head Mounted Display (HMD). This allows the user to grasp 
and manipulate items in the 3D environment. (Kalawsky 1993) 

3.2.2  Collaborative Virtual Environments 

Collaborative Virtual Environments (CVE) systems combine multiple distributed VE’s 
together to form one world where multiple people can work together. An initial early 
driving force was the need for collaborative military simulators, that had to combine and 
synchronise multiple geographically distributed VE’s together to form a single 
environment (Stytz 1996). The CVE contains all of the characteristics of a VE, but also 
includes support for distributed and collaborative actions. The key concept for CVE’s is 
that the occupants are represented to one another in graphical form and can interact with 
each other and with various representations of data and computer programs (Benford et 
al. 1996). A number of systems exist which support this approach. Some of the most 
widely available CVE’s are DIVE (Carlsson & Hagsand 1993), NPSNET (Macedonia et 
al. 1995), MASSIVE (Greenhalgh & Benford 1999), (Greenhalgh & Benford 1995), 
BrickNet (Singh et al. 1995) and Mixed Reality (MR) Toolkit (Wang et al. 1995). Three 
key issues are the object distribution model, network communication and network 
latency. 

3.2.2.1  Object Distribution Model 

In the distributed VE, each element in the network has its own geometrical objects which 
form a subset of the total VE. The objects stored at each node of the CVE are said to 
reside on the local node. Each node must inform all of the other nodes within the network 
of their local objects from which each node can then generate the total environment. 
There are 3 methods in which this is performed (Broll 1995). 

Active replication: On the creation of an object at a node in the network, a copy of that 
object is made and distributed amongst all of the other network nodes. Once distributed, 
changes to the object must be distributed amongst all of the sites and the system must 
guarantee that simultaneous changes are resolved to provide one definite state within the 
system 

Replication on demand: With replication on demand, objects and changes to those 
objects are only distributed when a process expresses some interest in that object. When 
the object changes, only those processes that had expressed an interest in the object are 
informed. There are two approaches to managing the copies, either the objects do it 
themselves, or a special manager for all the objects of a node is established. The manager 
is then responsible for all object copies and updating. 

Migration: Migrations do not distribute copies, the objects themselves are distributed, 
but not duplicated. The distribution is done according to the load at each node or their 
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frequency of access. Occasionally, some duplication is done in order to reduce 
bottlenecks for commonly accessed objects, in which case, either of the two previous 
methods may be used. 

3.2.2.2  Network communication 

In principle, any communication medium may be used to connect distributed VE, but in 
practice, all of the systems developed use the Internet Protocol (IP) for network layer 
distribution, with either Transmission Control Protocol (TCP) or User Datagram protocol 
(UDP) used for the transport layering. TCP/IP suits the bursty nature of the CVE data 
transfers. (Singhal & Zyda 1999). The communication strategy can vary depending upon 
the system and context. Possible approaches are 

Peer-to-peer: Communication is established on a peer to peer basis. A change in one 
object in one node is communicated to each other relevant node on an individual basis. 
An example is a 5-node system, with each one sharing a common object, so that changes 
will have 4 individual messages sent to each of the other four nodes.  

Multicast: Multicast subdivides the system into a number of subsets, which listen to a 
channel for any messages. With a multicast system, one message is sent when an object 
changes state, the other nodes listen in to this message, determine if it is meant for them 
and act accordingly. 

Broadcast: When an object changes state, a single message is sent to all nodes 
irrespective of whether the nodes require that information.  

These three techniques both have their advantages and disadvantages. Peer-to-peer 
communication works satisfactorily for low-end systems that do not have a large set of 
objects. For higher volume systems, the messages sent increase drastically, requiring high 
bandwidth to negate network latency. Broadcast is bandwidth cheap, but sends messages 
to every node whether it wants it or not. Multicast is the most efficient for systems with 
many users e.g., 100 plus. As this number of people cannot exist within the same 
presence or awareness of the objects, there is no need to communicate with all of them, 
but rather smaller groups. These smaller groups then belong to the multicast group, only 
receiving information relevant to them. 

3.2.2.3  Network Latency 

As with all communication systems, information transfer is not instantaneous. There is 
normally a small delay between the transmission and reception of packets throughout the 
system. This has a varied effect upon the CVE. When an object in a local node changes, 
the copy of that object in other nodes will also need to change. As information transfer is 
not instantaneous, there is a small lag between these two actions. Depending upon the 
frequency of state refreshing, the lag can become quite significant to the participants in 
the CVE. For proper operation in a CVE, the participants must have trust that the position 
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they see an object in, is the actual position of the object and not the delayed position. 
Even a minor delay can have a significant effect on interaction, especially in games such 
as Doom (Singhal & Zyda 1999). The nature of this lag is then a combination of a 
number of factors: the object refresh rate, the bandwidth, rendering, communication 
protocol used and frame rate. Network latency should be kept as low as possible, which is 
one reason why network VE tends to have lower photorealistic models than standalone 
games (Singhal & Zyda 1999). 

One means of reducing the effect of network latency is to apply dead reckoning. Dead 
reckoning works by estimating the future position of an object based on the object’s 
current position, speed and orientation. This result is checked against the actual position 
of the object, which is broadcast at intervals. Dead reckoning works by predicting the 
future position of an object based on the current knowledge. A number of dead reckoning 
algorithms exist with different benefits and results (Capin et al. 1999, Aggarwal et al. 
2004).  

3.2.3  Interaction in CVE 

The purpose of CVE’s is to create an environment that has some useful applications. The 
main use of such environments is to facilitate communication, co-operation and 
collaboration between different participants of the system. This differs from the 
interaction in VE’s, where interaction is a singular experience between the user and 
environment on a local machine. The purpose for interaction in CVE’s may be for 
training (Stansfield et al. 1995), gaming or work collaboration. CVE’s are heavily 
dependent upon a spatial form of awareness. What this means is that the relative position 
of the actors within the environment determines their ability to communicate. This is 
done to mimic real world interaction as much as possible. The principles for this spatial 
interaction were established by Greenhalgh and Benford (1995) and concentrates on the 
idea of the aura, focus and nimbus, as shown in figure 13. 

Aura: An aura may be defined in a VE as a ‘region in which a person’s presence may 
be perceived. Thus to be perceived, a persons aura must extend to the perceiver’ (Fahlen 
et al. 1993). The aura is used as a means of scaling as it limits the number of objects 
where interaction can be considered. When 2 auras intersect, the users virtual avatars are 
fully aware of each other and may perform more extensive interactions.  

Focus: Focus describes the general awareness a virtual object has of other objects 
within the environment (Greenhalgh & Benford 1995). As an example, if one were in the 
front row of a lecture theatre looking at the lecturer, then the lecturer is within your focus 
as you are aware of him, whereas people sitting behind you are outside your level of 
awareness, hence are not in your focus. 

Nimbus: Nimbus is a subspace in which an object makes some aspect of itself 
available to others (Greenhalgh & Benford 1995). This could be its presence, identity, 
and activity. The nimbus allows an object to try to influence other objects. 
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Fig. 13. Interaction begins when A and B’s auras collide. A has a high awareness of B as it is 
in is in its focus and within B’s nimbus. 

These three levels of awareness act as a pretext to interaction and have some powerful 
applications. The boundaries can be modified to fit the context or potential applications. 
For example, if a person was to enter your aura, he could automatically send you a 
message to introduce himself. The standard means in which the aura is implemented is to 
use standard collision detection software. When a collision is determined between 2 
auras, a peer-to-peer communication is established and the two objects negotiate the level 
of mutual awareness using values for both their nimbus and focus. 

3.2.4  Usability issues in CVE’s 

The concept of immersion in CVE’s is somewhat different from that of VE’s. Not only is 
there a need to feel some presence in an environment, but the primary purpose is to 
support collaboration between people and hence awareness. From this point of view, the 
relationship between the participants and their avatars is the primary interest. Bowers and 
his associates (Bowers et al. 1996) noticed that users had difficulty getting a common 
point of view in a strange environment and this reflects the effectiveness of a CVE 
(Hindmarsh et al. 1998). Fitzpatrick and his colleagues (Fitzpatrick et al. 1996), say that 
it is more useful to talk about the ideas of locales within the CVE as a means of 
organising work tasks. This concept is expanded upon to the idea of the aura (Fahlen et 
al. 1993). Greenhalgh and Benford (1995) makes the aura the chief means by which 
interaction between avatars is performed. Interaction only occurs when the aura of two 
avatars overlaps each other. This approach is an attempt to mimic what happens in the 
real world, where people normally only interact when they are in such a close physical 
proximity with each other that they can see and talk to each other. Therefore the aura 
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represents a similar concept of the space around the avatar in which interaction between 
people can occur. 

As with most technologies, the success of CVE does revolve around the perceived 
need for people to use it and the effectiveness with which they can participate in the 
system. For CVE’s, the ability of people to interact and communicate with other users is 
the primary purpose of the system, and hence, that is the chief means for determining the 
usefulness of the system. 

With a CVE, the intent is often to mimic real world situations in a virtual environment, 
replacing the real actor with a virtual representation. Hindmarsh and his colleagues 
(Hindmarsh et al. 1998) say that the limited field of view of the HMD can cause a sense 
of fragmentation within the environment. Such field of views can vary from 40 –70 
degrees of peripheral vision whereas normal humans have a peripheral view of 150 
degrees. That is, the amount of information that can be viewed in a CVE is less than what 
could be viewed in real life. The loss of some of this information in a CVE makes 
interacting in CVE’s more difficult. Participants have to use their voice to specify actions 
so that others can understand their intentions. Greenhalgh and Benford (1995) suggest 
using different camera angles to compensate for this, using behind the shoulder camera 
angles, birds eye, trading off immersion for improved co-operation. 

Another problem relates to understanding the other participants’ orientation and 
perspective. If, for example, another virtual user says’ look at this object, and gestures 
towards it, the other participants must first search for the relevant avatar, then see which 
way he is pointing to and then look for the object, often needing additional aural 
descriptions to discern the object.  

This is further complicated by network latency. Hindmarsh and his colleagues 
(Hindmarsh et al. 1998), describe a situation where one user is pointing to a fireplace in a 
CVE, thinking that another user is looking at it. However the other user was in the 
process of turning and was actually facing a different direction, the updated information 
had not yet reached and updated the first user’s visual display. Hence, neither user had an 
accurate understanding of the other’s perspective, which caused some confusion. 

CVE's also seemed to suffer when communication was taking place. The lack of any 
visual feedback while people were talking together caused communication breakdown, as 
participants did not know if the others were really listening. This is particularly an avatar 
problem, as it does not reflect the normal visual cues that a normal person would give in a 
real life communication. A possible solution is to texture map real-time video onto virtual 
embodiments as in the ‘talking heads’ (Olives et al. 1999). 

The other problem with CVEs is that the degree to which the controller of the virtual 
avatar is actually present in the environment is never sure. If the avatar is not active, it is 
possible that they have engaged in external activities, just leaving their avatar hang in the 
virtual world. This can be difficult for other users, as they try and determine if one 
unresponsive actor is actually present, and not gone for tea, bathroom or holding parallel 
discussions. 
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3.3  Augmented Reality 

In contrast to VE’s, where users are immersed in a synthetic environment, Augmented 
Reality allows the user to see the real world, but with synthetic objects superimposed on 
the real world (Azuma 1997). Azuma (1997) states that an AR system is any system that 
combines  

− The real with the virtual. 

− Is interactive in real time. 

− Is registered in 3 dimensions. 

Two different research teams lead by Kim and Davey (Kim et al. 1997, Davey et al. 
1994), say that AR is any case where an otherwise real environment is augmented by 
means of virtual (computer graphic) objects. Milgram and Colquhoun (1999) suggest that 
the practical question is whether reality is being augmented, or whether virtuality is being 
augmented, and promoted a RV continuum to differentiate between the augmenting of a 
real world and that of augmenting a virtual world with real images. 

Augmented Reality applications can be grouped under two broad categories, 
environment based and collaborative based systems. These environment based systems 
have undergone the longest research, as early systems focused heavily on the individual’s 
interaction with the environment (Poupyrev et al. 2002), whereas when the technology 
developed further, more and more collaborative interaction between people started to 
become important. Environment systems focused more on the relationship between the 
user and the environment, including ARQuake systems that allowed people to play quake 
in outdoor settings (Piekasski & Thomas 2002, Thomas et al. 2002). Other activities 
focused on maintenance, such as that developed by Bertelsen and Nielsen (2000) for 
assisting workers in wastewater management, and science exhibition displays in 
museums (Woods et al. 2004). These systems also started to allow people to add virtual 
objects, such as voice notes or photographs to the physical environment (Rekimoto et al. 
1998).  

Collaborative applications included a variety of techniques, such as tangible 
interfaces, information cooperation and synchronous editing of data. Tangible interfaces 
mapped virtual objects to real objects, and people could cooperate by moving these 
objects around (Slay et al. 2002). Examples include TILES (Poupyrev et al. 2001, Tan et 
al. 2001), which used paper markers to represent data and actions. Gausemeier lead 
research on  using tangible interfaces to help in the design of flexible manufacturing floor 
plans (Gausemeier et al. 2002). Another example used an AR videoconferencing 
application by superimposing a 3D video avatar on a fiducial marker, although the avatar 
is only a few inches high (Prince et al. 2002). Cooperative AR systems started to look at 
information exchange, using various notepads to enter and control data between users and 
the environment. Examples include the Archeoguide experiments (Vlahakis et al. 2002), 
chess game (Reitmayr & Schmalstieg 2001), and MAJIC mobile AR collaborative system 
(Nigay et al. 2002). Collaborative applications supporting synchronous updating of 
objects by AR users in the same physical location (Renevier & Nigay 2001, Schmalstieg 
& Hesina 2002).  
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3.3.1  AR architecture 

 The implementation of an augmented reality system uses the same equipment as used by 
VE, but with some differences. These main differences are 

Scene generation: Rendering is not a major problem with AR in comparison to VE’s. 
VE’s need to render complicated images, in order to replace the real world with a virtual 
world. Therefore AR systems require less graphical processing power and complexity 
compared to VE’s. 

Display device: The display device used in AR has less stringent graphical processing 
requirements than VE’s. The resolution of an optical see through HMD might be lower 
than that which could be tolerated by a VE HMD, because the optical see through HMD 
does not reduce the resolution of the real environment. Optical see through HMD can 
suffice with a small field of view, as the user can still see the real world with their 
peripheral view. 

Video see through HMD works by combining a closed view HMD with one or two 
head mounted cameras. The video provides the users a view of the real world. Video from 
these images are combined with the graphic images scene generator, blending real and 
virtual (Klinker et al. 1997). 

Optical blending is simpler and cheaper than video blending, as only one stream of 
information is used to display the graphics required, and the real world is seen through 
the combiners. The added advantage is that the resolution is not set by the resolution of 
the display device, but rather by that of the real world, as well as providing normal 
peripheral views. Neither does the system have to concern itself with defining the correct 
eye offset for the generation of stereoscopic 3D images of the world.  

Video also allows the option to better match the delay between the real and virtual 
views. With an optical system, the user can see the real world scene instantaneously, 
whereas there is a delay in updating the virtual image. This delay can cause problems to 
the user. Video systems can delay the real image to match the delay of the virtual 
rendering. Video systems also provide additional registration options using visual 
recognition of visual markers to control registration. (Rolland et al. 1994) 

Tracking and sensing: While the two previous cases had lower requirements for AR 
than VE, this is not the case with tracking and sensing. The requirements for AR are 
much stricter than VE's, as objects must be matched with the real world. In VE’s, this can 
be controlled more easily as the world is virtual, and the scene generator has total control 
over the scene generation and object placement.  

3.3.2  Registration 

The principle issue with AR, and one that prevents their commercialisation, is the 
problem generally referred to as registration. Most AR applications require the accurate 
superimposition of a virtual object over a real object, otherwise the illusion that the two 
worlds coexist would be compromised. An example of where this is necessary is needle 
biopsy (State et al. 1996a). Also, registration disparities caused significant difficulties in 
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picking up virtual objects, especially when they seemed within reach (Thomas et al. 
2002). To successfully match the real and virtual world, the scene generator needs the 
ability to interpret the exact position of the HMD and it’s orientation in the world. For 
this, accurate tracking and sensing is necessary.  

There are two types of registration errors that exist in AR systems, static errors and 
dynamic errors. The four main sources of static error are  

− Optical distortion: optical distortion exists in most cameras and lenses. Distortion is a 
function of the radial distance away from the optical axis. Near the centre of the view, 
images are undistorted, but the further one goes the worse is the phenomenon. The use 
of optics to magnify and focus graphical images can cause a distorted graphical image 
that is mapped onto the real environment, causing static registration errors. Static 
registration errors can be removed with some careful planning of additional optics 
(Edwards et al. 1993) or image processing to pre-distort the image (Watson & Hodges 
1995). 

− Errors in tracking system: these are errors generated by the tracking systems. They are 
difficult to deal with, as they require another 3D ruler, which is more accurate than the 
tracker that is being used. 

− Mechanical misalignment: This is where errors in the physical realisation of the 
system are not as specified. This can happen by some parts of the mechanical system 
changing slightly, due to wear or physical accidents, or the HMD attachment 
becoming loose. 

− Incorrect viewing parameters: The viewing parameters define how to convert the 
reported head or camera locations into viewing matrices used by the scene generator 
to draw the graphic images. 

Dynamic errors occur because of system delays or lags. The end to end delay is defined 
as the time difference between the moment that the tracking system measures the position 
and orientation of the viewpoint to the moment when the generated images corresponding 
to that orientation appear in the displays. Typical reasons for this delay are delays in the 
tracking subsystem, communication delays, and scene generation rendering scan out 
delay from the frame buffers to the display. End to end delays of 100 ms are fairly 
common. These delays only cause errors when motion occurs. This is because as the user 
moves his head, what they see is delayed by a time equal to the system delay and is 
incorrect for the time that they see the resultant image. System delay is the largest single 
source of registration error in existing AR systems, outweighing all others combined 
(Holloway 1995). Techniques to reduce these errors are to reduce lag, reduce the apparent 
lag (Burbidge & Murray 1989), match temporal streams for video based systems or 
predict the future viewpoint and object locations (Emura & Tachi 1994).  

Bajura and Neumann (1995), point out that registration based solely on the 
information from the tracking system is like building an ‘open-loop’ controller. The 
system has no feedback on how closely the real and virtual actually match. For this 
reason, the use of visual based tracking systems are highly popular. Visual based tracking 
systems use image processing to aid registration. A video image of the scene is generated 
and the image processing software attempts to identify fixed features in the environment. 
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This process is usually assisted by placing special markers in the environment (Mellor 
1995). These markers are detected and their locations are used to make corrections to 
enforce proper registration. With this scheme, the result can be as accurate as 1 pixel. 
Vision based systems can be computationally problematic, so a combination of vision 
based tracking with magnetic tracking systems can also be used (State et al. 1996b). This 
system worked in real time with errors typically less than 1 pixel, but encountered 
problems due to the difference in lag between the visual and the video tracking system 

3.3.3  Position, mobility 

In VE, the participants can fly through the environment. In the real world, their 
movement is usually confined to a specific place and movement in the VE’s is enacted 
using controls such as a mouse or keyboards. For AR users, movement is physical, one 
cannot fly through the environment, but must walk or run. The AR user must then carry 
the tracking and sensing equipment with them. Unfortunately, current tracking and 
sensing systems do not work very well when the user is highly mobile. Polhemus trackers 
have a range of a few meters, which is not suitable for people walking long distances. 
Iltanen research group used an optical beacon based system, but the range was restricted 
to just six meters (Iltanen et al. 1998). 

This mobile nature proves highly problematic for the tracking system used in AR. 
Most tracking systems require markers placed in the environment, and these are read at 
various points to calculate the position. Starner and his colleagues  used a system of 
visual code tags combined with a GPS tracker to help with positioning and registration 
for outdoors, and an infrared tracking system for indoors (Starner et al. 1997). Pyssysalo 
(1998) used a combination of GPS with gyroscopes and acceleration sensors, and Radio 
Frequency Identification cards (RFID tags) for indoor environments. 

3.4  Telepresence Systems and their constructs 

Chapter 2 describes the theories that make the foundation for telepresence systems. This 
section looks at the practical systems used in telepresence and summarises their main 
constructs. The principal goals for teleoperation systems were to allow humans to operate 
in hazardous and hostile environments (Minsky 1980) such as space (Weisbin & Lavery 
1994) or nuclear facilities (Greaves 1994). There are two existing approaches to 
teleoperator systems, one is the traditional teleoperator system, relying on visual 
feedback, and the second is VR based teleoperator systems. Using Robinett (1992a) 
classifications, variations on the classification of these two types of systems are shown in 
table 1. The remaining part of this section describes the structure for these two 
approaches and identifies the constructs in each system. 
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Table 1. Robinetts classification of as applied to different telepresence  

 VR based excavator Tele-operator 
Causality Transmit Transmit  
Model Source  Reconstruct Scan 
Time  1-to-1 1-to-1 
Space Remote Remote 
Superposition Isolated Isolated 
Display Screen/graphics HMD, force feedback 
Sensor Cameras and radar Camera 
Action measure Joystick Force feedback arm 
Actuator Excavator Robot arm 

3.4.1  Traditional Teleoperation 

The typical structure for a teleoperation system as described by Sheridan (1991), Held 
and Durlach (1992) and  Minsky (1980) is shown in figure 14. The physical proxy can 
contain a manipulator or/and a motor system to enable movement. The physical proxy 
can also include sensors, including a video camera, which help in the control of the 
system itself, and which provide feedback to the operator. A communication medium is 
used to transmit information to and from the physical proxy. The operator possesses 
devices that enable him to view the sensory information they receive over the medium, as 
well as an action measure that enables them to control the remote actuators. The system is 
a single user only system, i.e., only one person may use it any time.  

Fig. 14. The typical system configuration for a telepresence system, involving a remote 
controlled robot with an attached video camera 
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The basic constructs of the system are shown in figure 15, and the technology needed for 
each construct is shown in table 2. They can be divided into three sections, the operator 
side, the proxy side and the communication system. The system goal is for the proxy to 
provide sensory information to the operator and for the operator to provide commands 
based on that information to the proxy in order to complete a task.  

The sensor display construct is the means by which sensory information recorded in 
the remote environment is presented to the teleoperator. This information can be 
presented in a variety of ways for different experiences, e.g., through the use of HMDs, 
force feedback, displayed on TV screens and 2D or 3D audio.  

A Control device construct is that part of the system where the teleoperator inputs 
commands that the remote proxy must obey in order to carry out tasks. These control 
devices can come in many forms, depending upon the complexity of the remote proxy. A 
remote control car would be easier to control than a remote control aircraft. Typical 
control devices include joysticks, datagloves, 2D and 3D mouse and keyboards. 

The operator communication element is the front end that is responsible for 
transmitting the data bits for the sensor presentation and control devices to the physical 
proxy. This communication element is always owned by the operator. The communication 
medium is responsible for the transmission of data over long distances, be it terrestrial 
networks or long range space radio signals. The proxy CE is a communication element, 
usually found on the physical proxy. For mobile physical proxies, this CE is usually 
connected to the operator by a radio link. 

The user’s sensors construct are those elements that take information about the 
environment that are necessary for the operator to gauge a feeling of presence there. 
These sensors include the scan types, such as video which the operator can use to look at 
what is going on. These sensors not only present the operator with the facts that he needs 
before he can begin work in the environment, but also provides valuable feedback on his 
work progress. 

Actuators are the devices in the proxy that are directly controlled by the operator. It is 
the manipulation of these that enable the operator to work in the environment. Typical 
functions include moving the proxy, operating mechanical arms and modifying the 
camera position. Included in the actuators is any intelligent control process needed to 
interpret and respond to the control sensors. 
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Fig. 15. A construct chart indicating the main elements of the traditional teleoperator system 
Automatic control sensors are sensors that the proxy needs to control itself without the 
direct intervention of the remote operator. Examples of these sensors are those used to 
provide position feedback on mechanical arms, safety features to prevent collisions and 
damage to the proxy, and also to operate the proxy when it is not being controlled by the 
operator. 

Power provides the proxy with the energy to perform its tasks. For many systems this 
is a simple battery, however, that battery must often be recharged, which is especially 
complicated for space missions. 

3.4.2  Virtual Reality teleoperation systems 

An advancement on the traditional teleoperation system uses virtual environments to 
assist the teleoperator in their task. With a VR based teleoperation system, the primary 
means for viewing the remote world is a VR based computer model that maps itself 
directly to the remote environment. Information about the remote environment is 
acquired by sensors and these mathematical values are fed to a computer which generates 
an accurate computer model. The proxy is also computer modelled and position sensors 
keep a track of the proxies’ current position and orientation. The goal here is two fold, 
first, to improve the operators handling of the proxy, and second, support teleoperation in 
environments where video is insufficient. Two examples of this system are described 
here. 
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Table 2. Construct-technology chart 

CONSTRUCT Technology CONSTRUCT Technology 
Sensor Display HMD, Screen, force 

feedback 
User Sensors Video, tactile, Sound  

Control devices Joystick, dataglove, 
mouse 

Actuators Manipulator, Wheels, 
Tracks, Camera position  

Operator CE Fixed e.g., ISDN, TCP/IP Actuator Control sensors Feedback , Collision, 
Detection 

Communication medium Fixed and Wireless 
-video streaming 
-audio streaming 
-telemetry 

Power Battery, solar, mains, 
radioactive,  

Proxy CE Wireless, sometimes fixed   

In Paul Milgram’s research group (Milgram & Ballantyne 1997, Ballantyne et al. 1997), a 
3D model of an excavator is used to represent a real remote controlled excavator. The 
joint angles are sent to the local user, updating the 3D-model position to give an accurate 
reflection of the current state of the remote excavator. A 3D-laser range finder is used to 
record actual terrain elevations (Gagnon et al. 1997) and this is mapped onto a 
deformable 3D map of the terrain. A video image of the area is inserted or ‘billboarded’ 
into the scene to ensure that the 3D model of the environment matches the reality of the 
environment. The primary issues with this system is that  

− The user lacks wider situational awareness of the environment.  

− The camera position for the 3D perspective image and the video image perspective do 
not match, causing a degree of contortion.  

− Sending correct control signals to the excavator as a result of the previous image 
distortions. 
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Fig. 16. A construct chart for VR based telepresence systems. Note the additional constructs 
to provide information to the VR model base and the two sources of sensory feedback to the 
operator, one directly from the remote environment and the other from the VR modelled 
environment. 
The second type of system advanced by Lin and Kuo (1999) is for controlling a real 
unmanned underwater vehicle. The problem in underwater environments is that 
sediments in the water inhibit visibility, making it difficult for the operator to navigate the 
submersible. They created a 3D synthetic model of an offshore platform and the 
unmanned vehicle. They then used sonar to base the position of the vehicle with the 
known position of the platform. When the system detects that the vehicle is close enough 
to the platform, then the operator may switch to a video feed. 

The general issue that can be concurred from these systems is that establishing the 
correct working perspective of the remote environment with the teleoperator is the 
greatest challenge for work that is beyond simple navigation. 
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Some of the constructs for VR and telepresence systems are the same as traditional 
telepresence systems, and a summary of these constructs is shown in figure 16 and table 
3. While many of the constructs are the same, there are some additional constructs and 
the relationships between them also changes.  

Table 3. Construct –technology chart for a VR based Telepresence system. 

CONSTRUCT Technology CONSTRUCT Technology 
Sensor Display HMD, Screen, force 

feedback 
Proxy CE Wireless, sometimes fixed 

Control devices Joystick, dataglove, 
mouse 

User Sensors Video, tactile, Sound  

VR Models Synthetic objects e.g., in 
Java3D, Opengl  

Environment Sensors Radar, sonar 

Virtual Environment 3D computer generated 
graphical world 

Actuators Manipulator, Wheels, 
Tracks, Camera position 

Operator CE Fixed e.g., ISDN, TCP/IP Actuator Control sensors Position feedback , 
Collision Detection  

Communication medium Fixed and Wireless 
-video streaming 
-audio streaming 
-telemetry 

Power Battery, solar, mains, 
radioactive,  

Sensor display receives information for the operator from two sources, the primary 
source being the computer generated 3D models, with the video images acting as a back 
up. The control device construct now works by directly modifying the computer model of 
the physical proxy and so does not logically speak directly to the physical proxy. Rather 
the commands are interpreted by the model which then determines the command bits sent 
to the physical proxy. 

The VR model construct acts to store the different independent models used in the 
virtual environment. Prime among these are the models of the physical proxy. The 
information received from the actuator’s sensors are used to update this model’s 
orientation and ensure that it coincides with the picture seen by the operator. Other 
models can include environmental structures such as oil platforms. 

The virtual environment operates the rendering of the VR models and also the 
rendering of the remote environment based on environmental sensor information. 
Information received from the environmental sensors is used to construct an accurate 
representation of the remote environment for viewing by the operator. 

The automatic control sensors differ only in that not only are the sensors being used to 
help the physical proxy perform its task, but the sensor values are also used to update the 
VR model with the correct position and actions of the actuators. This means that there is a 
need for additional information flow across the communication medium compared to 
traditional teleoperation systems.  

An additional sensor construct, environment sensors, is needed to capture information 
about the environment. As in the case of Lin and Kuo (1999), where sonar is used to 
position and orientate the submersible, this information is not used directly by the user, 
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but by the virtual environment which presents it in a visual framework that the user can 
understand.  

These types of systems require heavier sensor work than traditional teleoperation 
systems, and consequently, because they still use video, additional communication 
bandwidth.  

Fig. 17. The GestureCam Master-Slave system. The slave (right) has a laser pointer. The 
master (left) controls the movement of the slave. 

3.4.3  Collaborative telepresence systems 

Initially, teleoperation systems focused on the exploration of hostile environments, but 
later on, these were also used in supporting collaboration tasks and tele-embodiment 
behaviour. Kuzuoka (1992) and Kuzuoka and his co-authors (1994) examined the use of 
teleoperation to support spatial workplace collaboration, i.e., defining an area where a 
remotely connected person can perform tasks in an environment, whereby collaborative 
tasks can be accomplished together. Normal teleoperation focuses on the robot being in 
an environment where people do not exist and where the transactions are between the 
robot, environment and the user. Kuzuoka’s system, GestureCam, shown in figure 17, had 
a remote environment, a robot with a laser pointer and local and remote users also taking 
part. The issues then changed to developing variations of focal points, sharing focal 
points, confidence in the communication system and the ability to confirm viewing 
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intentions and movements. These systems had a remote person help and instruct a user of 
a machine in the operation of that machine. It was very important that both users had 
knowledge of their field of views (FOV) in order to work smoothly. 

Nardi’s research team describes a surgical operation that had a video camera co-
mounted on the optics of a microscope, which is then shown on a video screen for the rest 
of the operation team, watching students and experts (Nardi et al. 1993). The purpose of 
the system is to assist co-ordination of activities by the surgical team during the 
operation. What they found was that rather than having people working together, the 
video allowed them to act independently to accomplish the task. 

3.4.4  Video conferencing systems  

Video conferencing systems establish an audio-video link between two rooms or desktop 
systems (Edigo 1988). This is restrictive also on data exchange, which must be managed 
in parallel or with specialist hardware and software in the system. The cameras are placed 
in fixed positions for the duration of the meeting, but can have features such as zoom, tilt 
and pan movements. In some systems, the remote user can switch between different 
cameras to have different perspectives. In desktop systems, a number of collaborative 
workspaces can be used for data exchange and collaborative work.  

Some of the problems associated with video conferencing systems are the high logistic 
and support costs on the users of the system, as well as the necessary technical staff 
responsible for the maintenance and operation of the system (Bergmann & Mudge 1994). 
Most video conferencing set-ups are not face-to face systems. Okada’s research team say 
that video conferencing systems find it difficult to support multiple eye contacts between 
participants and the images are small, so important facial expressions and gestures are 
lost (Okada et al. 1994). They proposed the MAJIC video conferencing system that 
erected life size video images of the participants on a curved half-transparent mirror. The 
nature of the MAJIC system is that it requires a specialist room with a limited number (2-
3) of participants. Other variations of this team is the Teleport system (Gibbs et al. 1999) 
that uses a special full wall display surface that merges real time video with synthetic 
objects on the wall. Desktop video conferencing systems rely on straight audio/video 
links between the users. To support the meetings and to provide some basic gaze 
awareness, systems such as Diva (Sohlenkamp & Chwelos 1994), shown in figure 18(a) 
and Forum (Isaacs et al. 1994, 1995) were designed.  
 



65 

 
  (a)     (b)  

Fig. 18. (a) The Diva meeting room, (b) Clearboard (picture courtesy of NTT Human 
Interface Laboratories). 
Video conferencing systems also need to support collaborative work between its users, 
which is difficult by just using video cameras. Specialist work environments have been 
created such as Clearboard (Ishii & Kobayashi 1992) and Liveboard (Elrod et al. 1992). 
Clearboard, shown in figure 18(b), uses a specially constructed whiteboard, using half-
mirrors with a projection screen underneath. A camera situated above the whiteboard 
captures the user's drawings and the half mirror also reflects the user’s facial details to the 
remote user. The video image is then sent across the network and projected onto the 
projection screen. The advantage of this system is that it maintains a video link and 
supports gaze awareness. The downside to the system is the loss of clarity from the poor 
quality of the video images, and the double hand problem, where the hand position is 
obtained from the camera and also by the reflection, and the inability of erasing their 
partners drawings. Liveboard is a similar system but does not provide personal video 
information, and is mainly used within a video conferencing system to support 
collaboration.  

3.5  Media Spaces 

Media Spaces could be regarded as a version of a desktop Telepresence system. Media 
space systems use audio/video links to try and create a shared work environment for 
collaboration, using both formal and informal communication. William Gaver’s research 
team, define a media space as a ‘computer-controlled network of audio-video equipment 
used to support collaboration’(Gaver et al. 1992, 27). 

For others, the advantages of such a system is that it can also support a continual and 
casual awareness of others in the system, as well as supporting informal communications 
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(Fish et al. 1992). Support for informal communication is one of the main motivations for 
media spaces. By this, it is meant that such communications are impromptu, short, quick 
and easy to initiate, informal and lightweight (Tang et al. 1994). Informal communication 
is a key element in supporting work in a collaborative work environment (Kraut et al. 
1993). So, as well as forming a medium in which one on one audio-video connections 
can be made for communication, most anticipate media spaces as forming a community 
in which participants are aware of the others present in the system. An example is the 
Portholes system (Dourish & Bly 1992) which presented each user with a video image of 
15 different distributed locations. The cruiser system (Fish et al. 1992) used an 
‘autocruise’ feature whereby audiovisual connections were made to each of its 30 nodes 
for a brief period of time. This tries to model the appearance of walking down a hallway 
while glancing into other people’s rooms, which was also the approach used in Montage 
(Tang et al. 1994). 

The camera system used in these systems were normally attached to a desktop 
computer, but EuroPARC (Gaver et al. 1993) concluded that for collaborative tasks, one 
camera systems were not satisfactory as they do not add significantly to the process of 
collaboration. They built a Multiple Target Video (MTV) system that used a 4-camera 
system to provide a greater view of the remote environment. While this helped with task 
related work, the added complexity exacerbated problems in determining a joint frame of 
reference. Yamaashi and Buxton (1996) used a 2-camera system to increase remote 
awareness, one camera focusing on the user and a second wide Field Of View (FOV) 
camera to provide more information on the remote environment. To overcome the 
limitations of using so many cameras, EuroPARC proposed that a user’s head movements 
should be used to control a remote controlled camera to obtain a better perspective of the 
other’s site (Gaver et al. 1995). This also had the benefits of informing the user of the 
remote user’s actual FOV, letting the user interact with the camera as if it were the 
person. The head tracking system was highly susceptible to ambient light changes, a 
similar problem as experienced with image based registration in AR systems.  

Alternatives to audio/video media spaces are audio only systems. Such systems 
concentrate more on voice communication and ambient noise, such as typing background 
noise and music. In the Thunderwire system, high quality duplex audio systems with 
minimal lag were essential (Hindus et al. 1996). Nevertheless, despite the relevant 
success of the system, Sellen (1995) noted that only 10 % of subjects preferred audio 
only systems to an audio/video system. Some of the problems associated with audio only 
spaces occur when people have left the environment without the knowledge of others. 
The condition then arises where people start to initiate communication with the missing 
person, although they are no longer present. The Thunderwire system was also a public 
audio channel, which meant that there was a lack of private confidential channels, an 
issue that needs to be rectified.  

Of great concern in media spaces is the need for privacy and confidentiality. The 
presence of cameras in each room, providing a continuous video feed of each individual’s 
current status brought out anxieties in some users and opened the means for intrusive 
communications and potential abuse. A number of systems, such as RAVE, CRUISER 
and PORTHOLES, tried different techniques to manage this fear. These techniques 
involve social protocols in reciprocity, i.e., people are aware who is looking at them at all 
times. This still does not enable the users to preserve privacy or object to intrusive 
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behaviours. For a subject to have a level of control over the system would as Gaver  state, 
‘one way to assure that media spaces will not add new threats to privacy would be simply 
to remove all audio and video’, ‘but this would clearly do away with any and all services 
these technologies offer’(Gaver et al. 1992,33). 

The paradox with media spaces is that to incorporate privacy, one must also disable 
the very purpose of the system, which is general awareness. That is not to say that 
attempts have not been made to counter the problems, Hudson and Smith (1996) 
proposed using a ‘shadow-view’ technique to filter over the video image by shading out 
the subjects image, until an explicit communication effort is made. Nynex PORTHOLES 
(Lee et al. 1997) use a Blur filter to hide important details. Zhao and Stasko (1998) 
experimented with pixelization filters and edge detection filters. Obata and Sasaki (1998) 
tried to establish a rule of “interactional distance” by using virtual avatars as a precursor 
to communication. 

It must be said that there is little evidence that media spaces have become a successful 
technology. There are probably a number of reasons for this, one is the stress that the 
system causes on the network resources, although many systems used low-resolution 
video with extremely low frame updates. The low video quality also probably counted 
against the system. The second problem is that the degree of privacy invasion was 
significant, and the means to counter this invasion rendered the system useless. A third 
fact, as later discovered (Bellotti & Bly 1996), is that many of the cases that result in 
informal communication and awareness occur by the user’s mobility, e.g., chance 
meetings that occur when walking around. Media spaces, required the subjects to stay 
near their desktop at all times, trying to mimic the behaviour of walking around, whereas 
people still had to move outside the office to go for coffee, printers stations, bathroom. 
Whereas, as research efforts at the time of media spaces focused on supporting group 
work through desktop systems (Satzinger & Olfman 1992), by the mid 90’s mobile 
technologies, like PDA’s (Myers et al. 1998) and mobile phone systems became more 
popular and research effort was then directed at improving the support for these mobile 
people within the environment (Bergqvist et al. 1999, Luff & Heath 1998), rather than 
concentrating on desktop systems.  

3.6  Ad-hoc Networks  

Ad-Hoc networks operate by allowing independent devices or appliances to connect 
together spontaneously (Banatre et al. 2000) to create a network. The individual elements 
of the networks use a pre-established radio frequency and protocols to carry out the 
network communication. Alternatively, infrared is sometimes used. While many 
Collaborative AR systems use WLAN technology, e.g., Archeoguide (Vlahakis et al. 
2002), ad-hoc networks are also used, e.g., in Quazoom, a collaborative AR card game 
(Reijers et al. 2002), and hence ad-hoc networks are of interest in this research topic.  
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Fig. 19. (a) two devices from a network connection (b) C device join's the network, A and B 
lose contact, but are still connected through C (c) A loses contact with device C and hence B, 
C and B maintain connection 

3.6.1  Ad-hoc network topology 

Unlike current networks, the network plan is not usually known and is not necessary to be 
known. Sometimes, the composition of the networks is often known, but the means by 
which they are connected together is usually hidden from the user and indeed, the means 
by which the independent elements are connected together can change over time 

Each element of an ad-hoc network is completely standalone and independent. In 
Figure 19(a), two ad-hoc elements come within range of each other, they negotiate a 
common communication channel and, while they are within range, they can communicate 
as a temporary network. If a third element comes within range of both or just one of the 
other elements then a 3-way network is established. If the third element is outside the 
range of one of the other elements, the intermediate element acts as a bridge between 
them as shown in figure 19(b). This bridge action allows networks of devices with short 
radio ranges to extend their range and network with a larger number of devices.  

If an ad-hoc element breaks contact with another element in the network, either due to 
a conscious effort of its owner, or by moving out of radio range, that part of the network 
is now lost. Any device that was using it as a bridge to another device is also 
disconnected from that part of the network. This is shown in figure 19 (c), where device 
C has lost a connection with device A. Device B was relying on device C to act as a 
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A B

A B

C
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bridge to device A, but has consequently lost contact with device A. Device B might try 
and establish contact with device A, if it were in range, and ,if successful, the device C 
would also have contact with device A again. The loss of the intermediate node (like C) 
would cause the entire network to collapse instantly. Hence it is important that the 
protocols governing the communication links and the applications that are running over 
them are capable of dealing with such a sudden alteration in the network complexion. 

3.6.2  Ad-hoc network procedures 

The basic procedures used to establish an ad-hoc network is fundamentally the same, 
regardless of which actual system is used. The process usually involves 

− Network discovery  

− Channel negotiation  

− Service discovery 

Network Discovery describes the process by which one network element detects the 
presence of another network element. This detection process usually operates by one or 
both elements broadcasting their presence and the other elements listen and respond. In 
cases where a network already exists, the presence of the newest member is propagated 
throughout the network. 

Channel negotiation is the process whereby the network elements communicate with 
each other and agree upon a common communication structure. This process also 
determines any additional responsibilities that may be necessary, such as the network 
hierarchy that is used. 

Service discovery covers the process whereby each element tries to establish what 
services are on offer from the other network elements. Each element makes a query, or 
broadcasts the list of services and applications that they have. When each element knows 
what is available, they can then establish a connection at the application layer and 
perform some communication action. 

Once the network is established, it is up to the participants to try and manage the 
network and to preside over the addition and disconnection of radio elements. Managing 
a continuously changing network is quite difficult. Some ad-hoc networks can establish a 
set of priorities, making one element control the network or having a more distributed 
network strategy. Once a network element ceases to be part of the network, the remaining 
elements must clean up the current configuration and any application must be either 
suspended or deleted.  
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3.6.3  Security for ad-hoc networks 

Fixed and mobile systems have well established means for providing security and 
authentication within their systems. In exchanging information over a distributed network 
requires, the order of importance is, the need for authentication, confidentiality, integrity 
and availability. Authentication means that the participants should some how prove that 
their identities are what they claim. This normally requires 3rd parties for Public Key 
cryptography and Certification bodies. Confidentiality means that outsiders cannot 
intercept the communication. Integrity means that messages should not be altered during 
transmissions. Availability means that the system is available and is not encountering any 
denial of service attacks.  

The security issues for ad-hoc networks are more complicated in a variety of ways 
(Stajano 2002). First, the entire physical network is usually unknown from the start and 
often temporary, mobile and dynamic. They are sometimes called infrastructureless 
networks or spontaneous networks (Banatre et al. 2000). Stajano and Anderson (1999) 
note that the concerns for distributed networks also apply to ad-hoc networks, but that the 
order of importance is reversed. Therefore, the order of importance is availability, 
integrity, confidentiality and authentication. 

Ad-hoc networks pose a number of serious security issues. Apart from the standard 
security issues in relation to distributed networks, ad-hoc networks give rise to a number 
of security issues that are particular to its network and directly related to the lack of a 
fixed network topology. As well as the need to insure that 3rd party eavesdroppers cannot 
listen in on the radio waves, the ability to authenticate other members on the network is 
rendered more difficult by the lack of a trusted 3rd party. This is due to the difficulty in 
accessing a 3rd party as a result of the lack of a fixed network topology. 

In most networks, there is a central point or person who exercises the security control 
and policies over the system. This centralised control is absent in ad-hoc networks, and 
the control of each radio element is the responsibility of the person or entity which owns 
it. This migration of control and responsibility places the emphasis on the owner of the 
device to assume responsibility, a responsibility that many consumers are perhaps ill 
equipped to make. To further complicate matters, a user may have far more than one 
radio element, especially in the case of Body Area Networks (Van Dam et al. 2001), 
where each element has to be individually managed by the user, complicating their 
control and manageability over the system.  

Ad-hoc networks also face significant difficulty caused by the ease of constructing 
lateral attacks on the system. The most common form of attack could well be a denial of 
service based attack that specifically drains the power source of the appliance. As these 
appliances will have probably a limited power supply, such an attack can cause the 
appliance to use an excessive amount of power, hence draining the battery as quickly as 
possible. The attack could be both malicious and unintentional, e.g., advertisement 
spamming. A summary of the principal problems relating to ad-hoc networks are, 

− Baseband attacks 

− Application Attack 

− Lateral attack 
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3.6.3.1  Baseband attack  

Baseband attacks are attacks over the air interface where a third party attempts to listen 
into the communication between entities by listening to the baseband communication 
over the radio waves. This is a standard well-known method for the intercepting of 
information. Cellular technologies like Global System for Mobile Communication (GSM) 
use encryption over the air interface to counter 3rd party listeners. Wireless Local Area 
Networks (WLAN), which some see as a potential ad-hoc system, can use encryption 
over the air interface, e.g., 802.11 Wireless Equivalent Proxy (WEP), but this is not 
wholly integrated as part of the standard meaning that it is an option rather than a feature 
of the system. A WEP enhanced WLAN can talk to a non-WEP WLAN, where the WEP 
is turned off. Additionally, current WEP protocols have a number of weaknesses which 
leaves them vulnerable to sustained attacks (Fluhrer et al. 2001, Stubblefield et al. 2001). 

The effectiveness of the 3rd party listening can be limited by the need to get a listening 
source close to the communication link. This is particularly more difficult for ad-hoc 
networks that may have a range as short as 2 meters to 300 meters. This means that the 
interceptor must be able to get physically close to the target, and depending upon the 
system, just be a few meters away. This still does not rule out the use of bugs close to a 
network element, however that would require a more concerted effort by the attacker. 

Some believe that it is all right to have an open air interface, so long as there is 
encryption between the applications. The belief here is that the data over the air interface 
is still encrypted and hence safe. However the strategy then is to determine if the 
applications are responsible for the encryption or another application layer protocol. 

However, those using ad-hoc networks should insist that the other elements have 
encryption on the baseband, as it will provide them with the assurances on the integrity of 
the system. 

3.6.3.2  Application Attack 

While baseband encryption prevents a 3rd party anonymously listening in on a 
communication, a third party can circumnavigate this by posing as a third party network 
element and becoming a part of the network. Once accepted in the network, they are then 
free to eavesdrop and attack other members, possibly by exploiting the use of service 
discovery protocols to try and gain access to information that they would not normally be 
allowed to have or infect the network with virus’s and Trojan horse’s. Bluetooth is 
especially vulnerable to 3rd parties impersonating network elements. Good authentication, 
firewalls and additional application layer encryption would then be required to ensure 
that information between trusted clients is ensured. The authentication strategy is 
difficult, as there is no 3rd party site that can be used, because, as mentioned, each 
element is a standalone utility. Other means of controlling authentication are then needed. 
Stajano and Anderson (1999) propose using a ‘Resurrecting Duckling’ model for 
authentication, i.e., the first time two devices communicate, their owners establish a 
secret unique key between them, which is then maintained for their lifetime. 



72 

3.6.3.3  Lateral attack 

 Lateral attacks are attacks against the system, be it the device or battery. The most 
common means of attacking the system is to cause a sustained battery attack. This causes 
the system to use up its battery by deliberately requesting information from an appliance 
repeatedly. Most of the network elements will be mobile and will probably only process a 
limited amount of battery capacity. A malicious attacker could set up a system that made 
repeated calls to the appliance, causing the appliance to continuously use up the battery 
for pointless radio transmission, which would effectively and quickly drain the battery. 

Some of these attacks may not even be malicious but rather a form of spamming. To 
take one example, a shop has an ad-hoc element outside its store that broadcasts an 
advertisement to all the people passing by. This forces all of the surrounding ad-hoc 
elements to use their battery in dealing with the advertising, whether the user is interested 
in the advertisement or not. Now a row of shops, each with one of these can significantly 
impact on the power consumption of the appliance. 

3.7  Summary 

This chapter described the list of research fields that can be loosely connected by the use 
of the same Virtual Reality technologies such as HMD’s, position sensors, audio devices, 
haptic devices, computer generated worlds and objects. The fields covered include 
Telepresence, stand alone and Collaborative Virtual Environments, Augmented Reality, 
Media Spaces and Ubiquitous Computing. The important technology of each field was 
described. Virtual environments rely heavily on the computer generation of virtual worlds 
and display devices to view that world. Collaborative Virtual Environments differed from 
the need to support communication and keep users updated with accurate real time 
information. Augmented Reality had less emphasis on the generation of synthetic objects, 
but a much greater emphasis on object registration, accurately mapping the synthetic 
object to the correct location and positioning of those objects. Telepresence systems were 
described in some detail, with the most important aspects relating to the control of 
physical proxies by obtaining and displaying accurate sensor information. Two types of 
telepresence systems were examined, traditional tele-operator systems and VR based 
systems. The constructs for each were identified. Video-conferencing and Media Spaces 
were also examined to discover the problems with using telepresence technologies in a 
collaborative work setting. Ad-hoc network systems and the WSI reference model were 
also examined as it is believed that they will be the source for ambient communication in 
the future and are expected to play an important role in TeleReality. Some of the more 
important aspects of each technology that will be relevant to TeleReality are highlighted, 
such as the issues of presence, equipment used, collaborative work, interaction, privacy, 
shared visual perspective and ad-hoc communication networks. 



4 TeleReality: Enhanced Telepresence System 

This chapter describes the limitations of current telepresence systems and proposes an 
enhanced telepresence system called TeleReality to address these limitations. Key 
limiting factors are multi-user support, interaction, navigation obtrusiveness and security. 
Many of these limitations are a direct consequence of using physical proxies. This 
chapter proposes using a virtual proxy with a supporting camera and communication 
network. This requires modifying the current constructs for telepresence systems and 
these new constructs are presented.  

4.1  The constraints of telepresence 

Telepresence and teleoperation have been around for a considerable length of time now. 
However, the evolution on the central constructs of the technology has not changed for 
half a century. The normal operation of a telepresence system consists of receiving 
sensory information and modifying the remote environment (Sheridan 1991). Such 
systems usually attach a camera to a physical controllable device (such as a robot), which 
is connected via a telecommunication link to an operator who views the resultant image 
on a Video Display Unit or HMD, as previously. The operator can usually send telemetry 
data to control the robot by using various control devices such as a joystick or manual 
control board and the constructs for this type of system are shown in figures 15 and 16. 
There are a number of significant constraints that are evident from such a system. 

4.1.1   Multi User Access and Navigation 

Unlike CVE’s, where multiple people can exist in the same place at the same time, 
Telepresence systems are far more limited. The main problem is similar to that 
experienced by many collaborative work projects, limited resources required by multiple 
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operators. Many of the resources can be used by only one person at a time and a system 
of turn taking must take place for the collaborative task to take place (Maxfield et al. 
1995, 1998). Consequently, each user has to take turns to get access to the system during 
the experience. This means that the experience is not universal, but rather that those 
operating the system have priority, while others must act as observers. This is similar to 
driving a car, one person can drive and the other passengers are just along for the ride. 
The same phenomenon is apparent with telepresence systems. Each telepresence system 
is normally represented by a physical proxy, e.g., robot, which is then used to navigate in 
the remote location. Being able to navigate in the remote environment is one of the chief 
reasons why many people implement telepresence/teleoperation systems (Kaplan et al. 
1997), but only one person may control the robot at any one time.  

To have multiple people sharing the experience, each person must be assigned a proxy 
to call their own. The consequence of this action is that, in the remote environment 
containing the proxies, things can get quite crowded, depending upon the type of the 
proxy. In Paulos and Canny (1997), the proxies were Blimps, helium filled balloons 
weighing less than 500g, ranging from 180x90 to 120x60 cm, each occupying the space 
normally taken by a man. Each person was given a Blimp. Later, they used man high 
robots driven about on cars to compensate for the difficulty in controlling blimps, as even 
a slight wind would make them impossible to control (Goldberg 2000). Tachi’s research 
group  used a man sized robot for interacting with people, using retro-reflective 
projection technology to show the remote users’ video image on the robot’s face (Tachi et 
al. 2004). The size and obtrusiveness of these proxies is one reason why they are not 
actively used in environments occupied by people. Normally, then, the favoured use of 
such proxies is in well-defined spaces off limits to humans, e.g., space exploration, in 
fact, this was the primary reason why telepresence systems were of interest (Sheridan 
1992a). 

There is one means by which telepresence can be used by multiple people without the 
need for turn taking, and that is in video conferencing systems using fixed camera 
positions, where no one has the ability to navigate the remote environment and perform 
only limited collaborative tasks using specially designed equipment e.g., Clearboard 
(Ishii & Kobayashi 1992).  

4.1.2  Interaction 

Interaction is a critical feature for a telepresence system, i.e., the ability to actually work 
in the remote environment (Sheridan 1992a, Steur 1992, Zeltzer 1992). For a user to 
interact with the remote environment in a telepresence system, it is necessary for them to 
have some remote controlled object perform the physical act for them. This means that 
the user has to have some control mechanism, such as a joystick, with which they can 
directly control the equipment in the remote environment. Hence, every case where 
telepresence is used to perform some form of interaction between the proxy and the 
environment requires a custom made design for each possible interaction scenario. This is 
one reason why telepresence systems are dedicated to highly specialised tasks. The 
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design of robots for Telepresence is a considerable task in itself and the design is not 
always easily transferable to other environments. Therefore, interacting and performing 
tasks within that environment requires a careful and accurate design endeavour. As 
telepresence systems are largely developed for working in hazardous and inhospitable 
environments, the relationship of interaction is between the operator and the 
environment. Human to human interaction is not a strong feature of telepresence systems. 
In cases where telepresence systems were used to communicate with people, it has been 
more on a strong ‘watch and follow’ basis, as was the case with GestureCam (Kuzuoka et 
al. 1994). There, the operator gave a presentation, and the students just watched. 

4.1.3  Awareness 

The feeling of awareness also helps to increase a feeling of presence in the environment. 
People will require the system to operate at the eye levels they are accustomed to. From a 
telepresence systems point of view, this means the robot must be able to adjust their 
height to match the position of the human. So, if a person is sitting down, the robot must 
be at the sitting level position, and when the user stands up, they must alter their height to 
maintain eye contact level. This requirement means that not only would you need many 
robots for a large meeting with a number of remote and local participants, but that these 
too would also need to be large (Paulos & Canny 1998, Tachi et al. 2004). 

4.2  The Virtual Proxy 

The most restrictive element for improving a telepresence system and making it widely 
accessible in a human dominated space, is the restrictions placed upon such systems by 
the physical proxy itself. It can be observed that the more constrained a telepresence 
system is, the less presence is achieved, and the more presence that a system 
accomplishes, the more complicated and restrictive it then becomes. Hence, currently, 
there is a relationship between the immersion offered by a system and the practicality of 
deploying that system. The most restrictive form of telepresence is to attach it to a wall, 
as in video conferencing, but at a cost of achieving any feeling of immersion. On the 
other hand, one could have a highly developed robot that mimics a user perfectly, but is 
too expensive and obtrusive. The resulting conclusion is that the type of telepresence 
system used and its effect on immersion is determined and constrained by the physical 
proxy.  

As the physical proxy plays such an important part in the design implementation and 
immersion in a telepresence system, as well as providing most of the major constraints to 
such a system, one must wonder if it is possible to replace the physical proxy with 
something else. If one were to do so, what would it look like and how would it provide 
the same degree of functionality?  
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The physical proxy is exactly that, physical. It is a physical device that is needed to 
interact with a physical world. In CVE’s, however, one does not have a physical proxy 
but a virtual proxy, or an avatar representing the user (Kim & Kuc 1998). So to deal with 
the virtual world one would need a virtual avatar and to deal with the physical world one 
would need a physical proxy. While this is the case now, it is not necessarily so in the 
future. It should be possible to replace the physical proxy with a virtual proxy in the real 
world. Hence, the telepresence user could be able to control and use a virtual proxy and 
have that virtual proxy represent their activities in the real world location.  

The virtual proxy offers a number of advantages over a physical proxy. First, each user 
of the system has their own independent virtual avatar to control, which is independent of 
the others. A virtual proxy could also have more freedom of movement compared to a 
robot, as they are not limited by the restrictions of normal physics, e.g., an avatar can 
easily ‘fly’ around the room. The virtual avatar should have a richer set of possible 
interaction events, without the need of new physical designs, just software updates. A 
virtual proxy should not be physically intrusive and this opens the possibility of its use in 
crowded people friendly environments as well as support for more cooperative and 
collaborative work between people. 

To support the virtual proxy, one needs to put in place a system that supports the use of 
a virtual proxy and allows it to perform its tasks. What is required then is to somehow 
take the physical world and interpret it in such a manner so that a user can have a virtual 
proxy. The goal is that virtual proxies would be able to explore and interact with that 
remote physical world and the people in it, in a similar manner as one could explore and 
interact with a completely synthetic virtual environment. Such a task is non-trivial in 
execution. However, by utilising current and evolving technology to capture the real 
world parameters and presenting these parameters with the use of video and augmented 
reality technology, it is worth studying if one can realise a virtual proxy. 

4.3  Characteristics of TeleReality 

The key characteristics that the constructs of a TeleReality system need are described 
here and originate from the desire to support presence. The derivation of these 
characteristics is shown in figure 20. The important characteristics are navigation, 
interaction, multi-user support, communication, presence, privacy and security. 
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Fig. 20. Derivation of characteristics from the need for presence in a TeleReality system. 
Presence: Presence, as described in chapter 2, determines how capable the resulting 

system is in supporting feelings of immersion and the ability to work in the environment. 
Presence can be divided into two parts, the subjective feeling of presence and objective 
presence, and the ability to perform and complete a task. Subjective presence is improved 
by having a rich sensory environment for the person to operate in. To experience this, the 
user must be able to move, or navigate the environment as well as interact with it. 
Performing work (objective presence) in the environment depends upon the interaction 
paradigms available and their usability. To enhance work between people, collaboration 
must be supported and hence the system must be able to support multiple users who also 
have a presence that is interacting and navigating the environment. To support multiple 
users, efficient communication means are needed, and in some cases, especially in 
telepresence systems as shown in the previous section on media spaces, privacy and 
security most be provided. Presence covers a number of topics that are important, such as 
the effectiveness of equipment used and gaze awareness. What follows is a further 
explanation of these characteristics that come as the result of supporting presence.  

Navigation: The ability for the remote user to explore the remote environment is a 
central aspect of telepresence systems and also for CVE’s. Sheridan (1991)describes this 
as the ‘control of sensors’. Naturally, it should also be a central component for a 
TeleReality system also. The difficulty is in determining how one can navigate the remote 
real environment without the use of a physical proxy. The requirement on the system is to 
provide a system where the user could assume any perspective viewpoint in the remote 
environment. 

Interaction: Interaction is essential for doing work in the environment. This is 
sometimes grouped with navigation, (Steur 1992), but in this thesis, it is closer to 
Sheridan’s ‘ability to modify environment’. Interaction will be performed by using a 
system based on an AR interface to interact with objects within the environment. A 
virtual object, including other people and avatars represents each element within the 
environment that can be interacted with. To interact with these objects, one must interact 
with the virtual representations of the objects. This does not mean that physical 
interaction is impossible, so long as the virtual object been manipulated is linked to 
equipment capable of performing that task. Indeed, if the virtual object represents a 
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robotic device, one reverts to the traditional teleoperation model with all of its problems 
in collaborative spaces.  

Multi-user support: A key feature of TeleReality that is not supported by other 
telepresence systems, but essential for cooperation and collaboration between people is a 
multi-user support. TeleReality needs to be able to support multiple users, both remote 
and local without the need for extra hardware or resources. This characteristic is not 
essentially a standalone part of the system, but is strongly linked to the characteristics of 
navigation, interaction and communication 

Communication: The issue of communication dictates the ability to transfer the 
relevant information to the remote user. Unlike traditional telepresence systems, 
communication plays a significantly larger role in a TeleReality system. Because there 
are no physical devices to perform interaction, there is a greater reliance on ubiquitous 
computing communications based on radio signals. 

The principal can be explained as follows. If one wishes to turn off the light in a room, 
one move's near the light and touches the switch. In practice, the brain sends signals to 
your hands and arms that cause the necessary physical contact. When a robot is used to 
turn off a light switch, the commands from the user is first sent to the robots central 
control centre and then to the actuators in the robot arm that performs the relevant action. 
For this system, the signal is sent directly to the light switch, whether by means electronic 
or by a servo switch, the light is turned off. What essentially happens is that our desire is 
expressed as a signal, which is mediated to the target by a radio link, rather than through 
an intermediate device. Therefore each device in the system must have some mechanism 
for performing an action, in order for the remote user to interact with them. 
Communication in our system relies heavily on signals between objects and devices to 
support interaction behaviour. 

Privacy/security: Due to the means by which TeleReality is implemented, substantial 
security and privacy issues are raised. As with any multi-user system, the possibility of a 
security attack and violation of privacy becomes an issue. An added complexity is the 
reliance on multiple video cameras and the possibility of a ‘big brother’ effect (Orwell 
1949). Constructs for privacy and security must be incorporated into the system from the 
beginning to ensure that such a system will not alienate potential users and that they can 
use it with confidence 

4.4  TeleReality Constructs 

The TeleReality constructs modifies the traditional telepresence construct chart in a 
number of significant ways, and this is primarily due to the characteristics of interaction 
and multi-user support, which are needed to support cooperative and collaborative work. 
While the goal of receiving sensory information and modifying the environment are still 
to be found, the means of achieving that are quite different. The biggest change is the 
replacement of the physical proxy with a virtual proxy. This single change modifies how 
that sensory information is received by the subject and how the remote environment is 
modified. Therefore, constructs such as automatic control sensors, power and actuators 
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are not fundamental constructs. These must be replaced with some new constructs. It is 
also useful to keep in mind how interaction was performed in a telepresence system, it 
was a rather unidirectional process with the operator effecting the environment. The 
environment affecting the robot is undesirable, as it complicates the operators control and 
to the extent that the operator loses control. For TeleReality, the constructs must be able 
to interact in a two way relationship both with the environment and with other people as 
shown in figure 21. This is an important characteristic of the remote environment, it is 
largely autonomous as described by the AIP cube. Traditional telepresence systems would 
ideally rank zero on the autonomy axis, as for them, the less autonomy the environment 
has the better. 

The means by which sensory information was obtained in traditional telepresence 
systems was also highly dependent upon the physical proxy, the sensors were always 
attached to the proxy, e.g., the camera was mounted, and sonar was part of the system. 
Without the physical proxy, these sensors must be located elsewhere in the environment, 
the preferred option been to have them in fixed locations.  

The requirement for multi-user support also affects the constructs. This was a simple 
problem for traditional telepresence constructs, there was no multi-user support. The 
experience was entirely one to one, so all of the relationships between the teleoperator 
and physical proxy in figures 15 and 16 are one to one. This cannot be the case for 
TeleReality to meet the interactional framework shown in figure 21, a multi-valued 
relationship between the core parts is needed. 

  (a)     (b) 

Fig. 21.  a) The traditional interaction model for telepresence systems has the user interacting 
unidirectionally with the environment. b) TeleReality requires a more autonomous 
environment and also supports collaborative work with other users, either local or remote.  
An additional characteristic that is needed to support interaction is to how to visualise the 
means by which interaction occurs. In traditional telepresence systems, one could rely on 
a physical tangible object to do the interacting with an object. One could see it and with 
force feedback get some sensation from it. This reference point will be missing from the 
use of a virtual proxy. To visualise interaction is an important point for a number of 
reasons. First, it helps the subject know what they can and cannot do in the environment. 
Second, it determines the effectiveness of their ability to work in the environment, and 
third, it offers a degree of presence in the environment. The visualisation of this is carried 
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out by representing interactive objects as computer generated synthetic objects through 
an augmented reality user interface. This interface should as far as possible be similar to 
the interface an augmented reality user has in the environment. In fact, the only 
difference that the remote subject should have from the augmented reality user present in 
the environment is the fact that they are not physically present. 

The derivation of the constructs for a TeleReality is arrived at by the need to support 
the key characteristics of navigation, interaction and a multi-user system, and is shown in 
figure 22. The multi-user characteristic is dealt with by the use of actors, of which there 
are three, the TeleReality actor, AR actor and cyber actor. Of these, the TeleReality actor 
and AR actor require a common user interface, which leads to the development of the 
constructs to support this user interface, namely, control devices, sensor displays, MR 
environment and environment sensors. The need for interaction requires autonomous 
agents in the environment, hence the derivation of the cyber actor. As interaction 
primarily focus’s on informational exchange, an information storage construct is added, 
and this is linked to the cyber actor and to the TeleReality and AR actor through the MR 
environment. Interaction also requires the use of communication medium to transfer the 
information between all of the various actors. Navigation supports the need for a rich 
sensory environment that is comprised of two constructs, environment sensors to capture 
the data, and an environment model to build a model of the shared world, which is then 
used by the MR environment to display to the actors. 

Fig. 22. The derivation of the constructs from the requirements for Navigation, Interaction 
and multi-user support.  
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4.4.1  TeleReality construct model 

The basic TeleReality construct model is shown in figure 23 and the multi valued roles 
between the primary parts of the system are shown in figure 24. There are two broad 
differences between this construct model and those models used for other telepresence 
systems. First, there is no physical proxy, hence no actuators and sensors required to 
monitor their position, or power to move the proxy. The second broad difference is that 
previous telepresence systems were single user systems. The addition of the AR actor, 
i.e., a person in the remote environment capable of interacting with the telepresence user, 
and cyber actors, which are autonomous agents in the remote environment, is also a 
significant change. The AR actor has an identical construct arrangement to the 
TeleReality user. The cyber actor has an autonomous agent construct, which acts as a 
basic intelligence to replace the human decision process and does not require the Control 
devices and sensor information constructs.  

The construct diagram shown in figure 23 is split between five main parts,  

− TeleReality actor, i.e., the telepresence user of the system.  

− Communication medium. 

− Virtual proxy. 

−  AR actor, i.e., a person in the remote room. 

− Cyber actor, an autonomous agent within the remote environment.  

First, the constructs for control devices and sensor display is identical to previous 
constructs in other systems, although their relationship to other constructs has changed. 
This change results from the situation that the user receives all of their sensory 
information through the Mixed Reality environment construct. As a comparison, the VR 
telepresence constructs had two independent sources of sensory feedback, one from the 
VR model and the second from a video camera. Here, however, the video feedback is 
essential for the construction of the Mixed Reality (MR) environment, where it is mixed 
with other information sources and, as a result the MR environment, is the central 
repository of all of the sensory information needed by the sensor display construct. 
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Fig. 23. Construct chart for an enhanced telepresence system with virtual proxies. The multi-
valued roles are not shown here, neither are the AR and Cyber actor constructs. 
The MR environment construct is a significant change from other telepresence systems, 
but is a common feature of AR systems using video mounted closed HMDs, although, in 
this case, the video image is from a remote location, not the user’s present location. This 
construct is used to construct information based on received sensory data from the remote 
environment, as well as synthetic models which represent information both from the user 
and from the AR and Cyber actors. These synthetic objects are rendered over the video 
images and presented to the user. Additionally, the MR environment can be interacted 
with by the user using the control device construct so as to modify the user visual 
perspective in the remote environment, as well as modify the synthetic objects to obtain 
or transmit information. 

The security/privacy construct is far more necessary for a TeleReality system as there 
is considerably more planned communication between people, and, hence, a need that 
information is safe from unauthorised personnel. Additionally, the type of camera system 
used in the virtual proxy gives rise to questions of privacy, which require policies that 
must be incorporated into the system to maintain trust. 
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The Information storage construct deals with how information is stored, used, when 
that information is transferred from personal storage areas to the MR environment and 
how it is modelled there. It also acts as the storage area for information received from the 
remote environment that is not transitory, e.g., information from the remote environment 
that the user is interested in keeping. It performs similar functions to the VR model 
construct in figure 16, except that the range of actions performed is greater and it can be 
independently modified by the control devices, e.g., text editing by keyboard. 

The virtual proxy is an entity that contains some new constructs, but also keeps some 
old constructs. The environment sensors construct is vital for this system as it obtains all 
of the scan information about the remote location, such as the video, audio and depth 
information. This collection of information is then given to the environment model that 
constructs a world model based on the information received.  

The environment model is perhaps the location where the most intensive processing is 
carried out by the virtual proxy. It is responsible for building a real time audio-visual-
informational model of the remote world which is presented to the other actors. It is 
responsible for sending to the telepresence user the correct sensory information that 
represents their perception of where they are in the remote world. It captures what 
information the actors wish to make public, it is responsible for ensuring that the 
synthetic objects representing that data are placed in the correct physical location within 
the model for others to see. It effectively acts as a broker for the exchange of information 
based on sensory data. To explain this another way, information the users have is 
represented as synthetic objects, and the environment model holds the location and 
properties of these objects.  

The proxy communication element is responsible for acting as the CE element within 
the remote environment that ensures communication between the telepresence users and 
the actors within the remote environment. This single communication proxy means that 
the telepresence user does not need a separate parallel long distance communication link 
with each actor in the remote environment, saving considerably on cost. It also enforces 
the principle that the telepresence user can only interact with actors that they can get 
sensory information from, i.e., people they can see and have a sense of co-presence with. 

4.4.2  Multi-valued relationship between constructs 

An important differentiation between the TeleReality construct model and previous 
systems is that this system must support collaborative and cooperative work, i.e., the 
system has more than one independent actor. This adds in a requirement to define the 
multi-valued relationships between the actors. Multi-valued roles do exist in previous 
construct models, e.g., a robot with more than one actuator has more than one automatic 
control sensor. In saying that, the overall relationship is strictly one operator to one 
physical proxy. In a system where there is more than one robot in the remote 
environment, they operate as entirely separate and parallel systems with only physical 
interaction between the robots. 
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Fig. 24. a) The normal multi-valued relationship for traditional teleoperation systems. b) The 
multi-valued relationship between the main actors in a TeleReality system 

Here, there is a system connection between each of the main actors, i.e., the virtual 
proxy, the TeleReality actor, AR actor and cyber actor. The multi-valued relationship is 
shown in figure 24. There is, in effect, only one virtual proxy, while there can be many 
TeleReality, cyber and AR actors. Each TeleReality actor can communicate with a 
number of other TeleReality, cyber and AR actors. This is also the same for AR actors. 
Cyber actors are normally autonomous agents that exist in the remote environment for the 
benefit of AR actors and TeleReality actors. Cyber actors are not intended to strike up 
spontaneous connections to other cyber actors, but that their connections between each 
cyber actor are known at system start up. This makes it easier to control what the cyber 
actors are doing and how they expand their resources. 

4.4.3  AR and Cyber actor constructs 

The constructs that make up the AR actor and Cyber actor are not detailed in figure 23. 
The AR actor constructs are shown in figure 25. The AR actor constructs are those for a 
typical AR system, and one can note the similarities with the TeleReality actor. There is 
one construct added here and that is the privacy/security construct, which is not integral 
in most AR environments, due to the general non-commercial applications so far. An 
additional fact to note is that AR systems can have environment sensors (e.g., to locate 
head orientation) that are independent of the virtual proxies’ environmental sensors, 
although the AR actor should be allowed to use them.  
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Fig. 25. Constructs for an AR actor. They are almost identical to those for a TeleReality user 
if video based closed HMD are used.  

Fig. 26. Two versions of a Cyber actor. Each one has the construct for information storage, 
security/privacy and Communication element. a) A pure information only cyber actor, the 
service application element provides the behavioural model. b) An example of a cyber actor 
that turns on and off a light, there is no need for feedback. 

The cyber actor can be of a far more complex construction. It can provide only pure 
information, perform a limited physical (e.g., an actuator that turns on/off the light) task 
or represent a full blown robot, in which case it would have many of the constructs of a 
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physical proxy. Indeed, the cyber actor is essential for any physical interaction that the 
TeleReality user may wish to perform in the environment. The potential constructs are 
shown in figure 26. Irregardless, the cyber actor must have two primary constructs, the 
CE and the information storage construct. These are the minimum of what’s necessary 
for a cyber actor to be seen or identified by other actors in the environment. 

4.5  Technological comparison with other VR research fields 

The logical constructs for a TeleReality system have been shown so far. This section 
compares the technological needs of a TeleReality system with respect to other VR 
technologies. It shows the common features they share, but will also show their 
differences. The technologies used as a comparison are Telepresence, Augmented Reality, 
and Collaborative Virtual Environments.  

4.5.1  Navigation 

The most important characteristics of navigation are shown in table 4. Navigation means 
focus on how the position of the proxy i.e., robot or virtual avatar is controlled. Some 
users navigate the environment from a fixed position, using controls to move their virtual 
avatar around CVE’s, and TeleReality systems, or in the case of telepresence, a robot. AR 
users can just walk around the world normally without the need for any navigation 
control device.  

The navigation implementation is important as they define how the system implements 
navigation, the chief means in which a connection is made to each system. Telepresence 
makes a normal telecommunication based connection, then proceeds to control the robot 
by visual feedback. In other words, it does not use any technology like position sensors to 
control its position. Augmented Reality relies upon a varied combination of positioning 
systems, sometimes used in conjunction, to determine its position and the specific 
orientation. Collaborative Virtual environments rely on the Cartesian plane used to 
generate the 3D polygon points and require an additional telecommunication address to 
access the system. TeleReality uses a combination of remote telecommunication address 
and position systems as in the case of Augmented Reality. 

Table 4. A comparison on the use of navigation in different VR technologies. 

Navigation Telepresence/ 
Teleoperation 

Augmented 
Reality 

Collaborative VE’s TeleReality 

Navigation – 
means 

Control device e.g., 
Joystick 

Personal 
movement 

Control device e.g., 
Joystick 

Control device e.g., 
Joystick 

Navigation 
implementation 

Address – e.g., phone 
no and visual feedback 

GPS/ RFID 
tags 

IP address, 
Cartesian system 

Address, GPS based 
location system 
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4.5.2  Interaction 

The various forms of interaction possible are shown in table 5. Only Augmented Reality 
permits a true form of interaction with a physical manipulation of objects. Teleoperation 
can permit the manipulation of physical objects, if the physical proxy is suitably 
designed.  

Telepresence and TeleReality use video as the base for their interaction with the visual 
field, i.e., the video images are a fundamental component in determining how they 
behave in the environment. Augmented Reality systems are a different proposition. Some 
AR systems rely on a closed HMD with mounted videos providing the visual 
information, while others utilise non-video see through HMDs. Therefore the need for 
video varies depending upon the HMD solution used. 

Only telepresence does not use virtual objects as a primary interaction means, instead 
relying on physical interactions using a proxy. It could also be argued that the work of 
Milgram and Ballantyne (1997) and Lin and Kuo (1999) use virtual objects. However, 
these are only used locally on a virtual replica of a remote robot, and the end result is 
actually physical interaction with the environment, not virtual. Voice or audio, is an 
important form of interaction, but one that is not actively used on CVE’s. Usually people 
who wish to have an additional voice channel while using CVE’s establish a separate 
voice connection e.g., Teamspeak, so therefore, it is not a fundamental part of the system. 

The last three categories examine the types of 3D graphics systems used in interaction. 
Not every technology uses a computer generated graphical system as part of their system 
and both AR and TeleReality only use it by combining the graphics with real images. 
Telepresence does not use graphics as a fundamental part of their design. A graphical user 
interface is essential for interaction for all of the technologies except telepresence. Only 
CVE’s use a full graphical system, with AR and TeleReality using a partial system 
combined with real world images or video. Unlike AR though, TeleReality can use virtual 
avatars as an interaction base in the remote environment. Telepresence has no need for 
virtual avatars as it uses the physical proxy instead. 

Table 5. A comparison of interactive techniques 

Interaction Telepresence/ 
Teleoperation 

Augmented 
Reality 

Collaborative VE’s TeleReality 

Physical objects Yes Yes No No 
Video Yes yes/no – depends 

upon the HMD 
used 

No Yes 

Virtual objects No Yes Yes Yes 
Voice Yes Yes No Yes 
Graphical Interface No Yes Yes Yes 
Graphics None Partial Full partial 

Personal avatars No No Yes Yes 
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4.5.3  Communication 

Communication classifies the systems based on the type of communication systems and 
the type of data sent across it. A comparison of the technologies is shown in table 6. AR 
does not support communication across long distances. Telepresence relies more heavily 
on video and audio communication, with some support for collaborative tasks depending 
upon the type of system used. That means that telepresence systems do not include 
collaborative work as a basic function of the system. CVE’s and TeleReality are heavily 
based on the need for collaboration and communication between participants. AR systems 
are usually individually based, and the network established is mainly between the 
different elements needed for the system. TeleReality systems need a combination of 
fixed and wireless systems, while this is only optional for the other systems. Both 
TeleReality and Augmented Reality make heavy use of ubiquitous computing networks to 
provide information flow between them and the environment. 

Table 6. A comparison of communication between different VR technologies. 

Communication Telepresence/ 
Teleoperation 

Augmented Reality Collaborative VE’s TeleReality 

Telecommunication 
networks required 

Yes No Yes Yes 

Data format Audio/Video Object state data Object state  
change, TCP/IP 

Audio/video/obje
ct state data 

Fixed networks Yes No Yes Yes 
Wireless Networks Possible Yes No Yes 
Ubiquitous 
Communication 
required 

No Yes No Yes 

4.5.4  Privacy/Security 

In terms of security, the systems vary. It is not an integral part of any of the other 
technologies with the exception of TeleReality. Only AR does not have access to 3rd party 
certification. AR needs security between their appliances. Telepresence has a need of 
support encryption of the video images for sensitive applications. A comparison between 
privacy and security concerns is shown in table 7. 
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Table 7. A comparison of security and privacy in VR technologies 

Security Telepresence/ 
Teleoperation 

Augmented 
Reality 

Collaborative VE’s TeleReality 

Security – required Varies Varies Varies Yes 
3rd Party Certification No No No Yes 
Security control Administrator Person Administrator Personal 
Encryption Varies Yes Varies Yes 
Privacy Varies No varies varies 

4.5.5  Presence 

The different aspects of presence in VR technologies are shown in table 8. All of the 
technologies support immersion to some degree or other. Telepresence uses video and AR 
uses computer graphics to enrich the environment, but must still maintain the sense of 
presence. CVEs try to create presence in a virtual remote environment. TeleReality 
attempts to create a presence in a remote real world environment. Where the chief 
differences lay is in the different types of VR technologies they need to achieve the 
experience of presence. None of the technologies require haptic devices for operation, 
this is normally an added bonus. Only AR and TeleReality require a HMD as a mandatory 
component for their systems, other systems normally suffice with a Video Display Unit 
(VDU) of some type. Likewise, AR and TeleReality also require hardware to 
continuously monitor their position and orientation, in order for other elements in the 
system to work. This is only an optional method for the other technologies. 

Table 8. Comparison of presence equipment used in various VR technologies 

Presence Telepresence/ 
Teleoperation 

Augmented 
Reality 

Collaborative VE’s TeleReality 

Immersive 
technology 

Yes Yes Yes Yes 

Haptic mandatory No No No No 
HMD mandatory No Yes No Yes 
Position sensor 
mandatory 

No Yes No Yes 

4.5.6  Miscellaneous Related Issues 

Table 9 shows a number of general related issues that also affect the different VR 
technologies. CVE systems are based on entirely virtual synthetic worlds, while the other 
technologies are based on the real world. Collaboration is possible with CVEs and 
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TeleReality. AR was normally designed to be a singular experience, although this is 
changing (Renevier & Nigay 2001). Of the technologies, only CVE’s and TeleReality are 
designed to be truly multi-user, i.e., each person within the system has the possibility for 
totally independent actions and behaviour. Gaze awareness is possible in all of the 
different technologies. The need for accurate registration hardware is only required for 
AR and TeleReality. A form of technological collision detection solution is needed in all 
of the systems except AR, where it is the users’ responsibility to avoid walking into 
things or people. 

Table 9. Miscellaneous characteristics of various VR technologies. 

General Telepresence/ 
Teleoperation 

Augmented Reality Collaborative 
VE’s 

TeleReality 

World –real Real Real Virtual Real 
Collaborative Work 
supported 

No No Yes Yes 

Multi-user No No Yes yes 
Gaze Awareness Yes Yes Yes Yes 
Registration  No Yes No Yes 
Collision detection Yes No Yes Yes 

4.6  From constructs to practice 

So far, this chapter has described the features that are valued for a collaborative 
telepresence system, which are a multi-user system, navigation, interactive and security. 
Basic constructs that would meet these goals were then described, but are still of a 
general nature. The following three chapters provide more detail on how these 
characteristics are implemented using these basic constructs, but some key points should 
be kept in mind. 

The one question that needs to be considered is how interaction will work without 
physical proxies. The goal of these constructs is to support information flow between 
actors by representing information visually, which can be seen through a HMD and 
interacted with. Chapter 5 describes how interaction works and is supported by the 
communication and information storage constructs proposed here.  

There is only one virtual proxy, and only one environment model which everyone uses 
for navigation and interaction. This environment model construct is identical in principle 
to completely synthetic computer generated world environments, except that it is based 
on the real world. The users of this model view a portion of this model, depending upon 
their position in it. This is what makes it a multi-user system, the fact that there is a 
common repository of information that everyone can access and where everyone can 
control their perspective. This is identical in principle to how people access collaborative 
virtual environments. The key question therefore is how does one go about building that 
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environment model to achieve this aim, and how does one navigate that environment. 
This is dealt with in chapter six.  

Lastly is the question of security and privacy, which unfortunately arise and affect the 
system because a large network of cameras in our environment sensors construct may 
give rise to privacy concerns. Also, the underlying communication system needed to 
support the interaction constructs have security issues which should be mentioned. These 
topics are described in chapter 7. Therefore, the information needed to support these 
constructs will be addressed in the following three chapters. 

4.7  Summary 

This Chapter described the basic constraints of existing telepresence systems, the reliance 
on physical proxies, lack of multi-user access and restricted interaction methods. A 
consequence of these restrictions is that telepresence systems are not deployed in 
collaborative work settings, but usually in hazardous environments. A further problem is 
that the work effort can be divided between getting the task done and controlling the 
proxy. To address this problem, a TeleReality system will replace the physical proxy with 
a virtual proxy. The characteristics of a TeleReality system were derived from the desire 
for the system to support presence and these characteristics are primarily navigation, 
multi-user support and interaction, with secondary characteristics of communication, 
privacy and security. From these primary characteristics, the basic constructs of a 
TeleReality system are derived. To support human-human-environment interaction, three 
actors, the remote TeleReality actor, AR actor and cyber actor are derived. The 
TeleReality and AR actor need constructs for interaction, that are sensor display, control 
devices, a MR environment construct to merge real and virtual objects, an information 
storage construct to manipulate and store data, an environment sensor construct to assist 
interaction and a privacy/security construct. The cyber actor needs an information storage 
construct. The virtual proxy needs an environment sensor construct to capture 
information of the environment, such as visual information, and an environment model 
construct to build a picture of that world. Each separate distributed entity requires 
communication elements for communication, as well as privacy and security constructs. 
A comparison of the basic technologies that define the different VR technologies was also 
shown. 



5 Interaction 

This chapter explores both the nature and character of interaction in a TeleReality 
environment. First, the general nature and behaviour of interaction within the TeleReality 
environment is described. Second, the interaction relationship between a TeleReality and 
Augmented Reality user is defined and the concept of the ‘TeleReality interactive space’ 
is proposed. Then, the three basic components necessary for interaction in TeleReality, 
the artefact, actor and transaction are explained. The organisation and relationship 
between these components is defined by using a modified geographically based 
multisphere framework. 

5.1  Interaction in TeleReality 

Telepresence applications offer three standard forms of interaction, proxy control, audio 
and visual. Collaborative work adds a fourth dimension, the ability to deal with data and 
information. In collaborative work, information and data must be disseminated, shared, 
modified, created and destroyed. In a normal collaborative work meeting, the participants 
can freely pass around objects to each other, such as paper, handouts, and business cards. 
They can arbitrarily get up and draw diagrams on a whiteboard, or use projectors. 
Currently, these are things that a remote user of a videoconferencing system may not do 
unless they are placed in a specially constructed environment. Bergmann and Mudge 
(1994) investigated a shared collaborative audio, visual and computer based information 
space. A specially constructed meeting room was designed that had teleconferencing 
systems and a large interactive board, which is quite similar to the Clearboard concept 
(Ishii & Kobayashi 1992). As a result, Bergmann and Mudge (1994) believed that the 
support and logistics burden is a major obstacle to the more widespread adoption of state 
of-the-art collaboration technology. Similarly, others tried to support remote awareness 
and collaboration by using specially designed CAVE environments (Raskar et al. 1998, 
Gibbs et al. 1999).  

The TeleReality approach to interaction uses VR technology to abstract the physical 
equipment, services and location by using virtual representations of their objects and 
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actions. Real objects and events are represented by corresponding virtual representations, 
displayed to a user on a HMD. Actions taken on the virtual objects are reflected in the 
real world and vice versa. More ever, objects that are entirely virtual may also be 
introduced. The objects communicate with each other using wireless links, so therefore, 
the only special equipment needed in the room itself is a radio link, negating the need for 
specially constructed physical proxies to support collaboration activities. The manner in 
which interaction in a TeleReality system can be shown, is best described by way of an 
example scenario. 

5.1.1  Example Scenario 

To describe how interaction within a TeleReality system works, a variation of a scenario 
that is based on a taxi-trip (Kuutti et al. 1999) is described. This scenario intended to 
show the expected benefits of using AR and remote Telepresence in operation for a future 
mobile phone user. A person arrives at an airport with an AR equipped phone. Having 
ordered a Taxi, the person travels towards his destination. As they are passing by a hotel 
billboard they are notified of an advertisement for a hotel by a short radio link, as shown 
in figure 27(a). Needing to get a hotel room, they contact the hotel using the contact 
details that was downloaded from the billboard to their phone by a wireless 
communication link. The phone now switches from an AR service to a remote 
Telepresence application. The following actions take place. 

− The user is transported to the reception area and meets the receptionist. The 
receptionist sees the remote user using his/her HMD. A voice communication channel 
is established.  

− The receptionist proposes a number of rooms, as shown in figure 27(b). 

− The remote user requests to see a room. The receptionist shows him a room by 
transporting him to a vacant hotel room. The receptionist now acts as a remote 
participant as well. The remote user can then explore the room.  

− In the room is the TV film channel service. This is also represented as a virtual object 
shown in figure 27(c). The user can select the object and view the movie schedule and 
costs. 

− Happy with the room, the user returns to the reception area and reserves the room. The 
receptionist opens a virtual reservation form. The remote user takes his personal 
details, represented as a virtual object and transfers it to the virtual reservation form, 
automatically filling it in. The receptionist gives the remote user a virtual key object, 
which they can use to access their room both remotely and when they actually get 
there. 

− Later, having arrived at the hotel room and left for some dinner, the remote mobile 
user remembers that he forgot to turn off the light. He contacts his room, selects the 
light virtual object and orders the object to turn off the room light.  
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(a) (b) 

 

 
(c) 

Fig. 27.  (a) Receiving an advertisement for a hotel. (b) Using telepresence to view different 
hotel rooms. (c) Room with a TV menu object. 

5.1.2  Analysing the Scenario 

Analysing this scenario establishes a number of characteristics that are essential to the 
operation of the system. To clarify these characteristics 

− Each object seen by one user, either real or virtual, is available to all of the others, in 
this case the receptionist.  

− Each area, in this case the reception and hotel room, has a number of objects that 
signify some function relevant to that room. These artefacts can be manipulated by a 
virtual interface to acquire information (TV menu) or carry out a task (turn off the 
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light). Some of these objects can be manipulated physically by people located in the 
remote room.  

− Another point of interest is that objects can be added and removed from the 
environment. The receptionist created a reservation form object and made it visible to 
the remote user. The remote user created a copy of their personal information, added it 
to the environment and then transferred it to the form. The personal information and 
reservation form was then removed from the environment, but of course stored in the 
hotel reservation system. 

− Another point is that the users personal information card could be moved around, i.e., 
the objects are mobile. The present user was able to ‘hand’ the remote user a room key. 
Artefacts are then transferable from one owner to another.  

− While some objects represented a physical reality (light switch), other objects were 
entirely virtual (room key). 

Looking at this scenario it is possible to show that a TeleReality environment can contain 
a rich set of objects, both real and virtual and are largely autonomous and mobile. These 
objects are available to multiple users, can be exchanged and modified in real-time. Some 
objects representing real world objects are coupled to the actual real world objects. 
Objects can be added and removed. In addition, the status of the user present in the 
environment, whether real or virtual, does not restrict their ability to interact with the 
environment. The challenge of interaction in TeleReality is to make that location 
irrelevance a reality in as natural a manner as possible. 

5.2  TeleReality and Augmented Reality user 

TeleReality works by providing a user with video images of a remote location and 
augmenting it with synthetic objects. AR users are not remote, but receive information 
augmented over their current perspective. Both can be considered as being part of a 
mixed reality system, as the real world and virtual are mixed to some degree. The primary 
difference between them is one of spatial separation from the target environment. The AR 
user is present whereas the TeleReality is remote. Both should have the same synthetic 
objects that is augmenting the video for the TeleReality user and overlaying the 
perspective for the augmented Reality user. Both should also have the same facilities and 
capabilities to interact with the objects in the real world location as described in the taxi 
trip scenario. 

In reality, an AR user is physically present in the environment and can interact with 
any physical object residing there. A TeleReality user, by virtue of the fact that they are 
not physically present, has a more limited set of possible interactions with the same 
physical objects. At the same time, access to purely virtual objects should be equal. 
Ideally, one would wish for both AR and TeleReality users to have the same set of 
interactions. In recognition of this issue the TeleReality Interactive Space principle is 
proposed.  
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5.2.1  TeleReality Interactive Space principal 

The Cyber Interactive space defines the degree to which a Mixed Reality system reflects 
both the real world and the virtual world that the user inhabits. The principle operates 
thus: taking all of the potential interactions that may be performed by an AR user present 
in the environment, the sum of the indivisible, or atomic, interactions within that 
environment is acquired. These lists include a wide range of interactions, such as 
gestures, sound and real or virtual object manipulation. As an example, Manninen (2002) 
identified a subset of these interactions by breaking down various interaction forms in 
CVE’s to their basic interaction type and this is shown in figure 28.  

Fig. 28. Rich Interaction Model for interaction forms in CVE’s 
The sum of all the possible interactions is the total number of interactions possible in the 
environment, or the Total Interaction Space. For a TeleReality system, some of the 
interactions that may be possible within the environment are incapable of been executed 
because they are unable to be represented and influenced by the technological media. As 
an example, consider a chair in a room. A virtual model can represent the chair, and for a 
remote TeleReality user, the actual interactions are performed with this virtual model. 
The TeleReality user has limited actions with this model, they can e.g., sit down on it but 
they do not have the means to manipulate its position by physically moving it. An AR 
user would however have the ability to manipulate the chair’s position as they can 
actually physically move it. Therefore, the full list of interactions possible with the chair 
is not fully available to the TeleReality user. From this we define two subsets of the total 
interaction space, the Augmented Reality Interactive space and the TeleReality Interactive 
Space, which are shown in figure 29. Each of these sets is defined as follows: 
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− The Total Interaction Space is defined as a set containing the sum of all of the 
potential interactions possible in the environment’. This comprises of a set of 
interactions available from the environment, but also available from the AR and 
TeleReality users within the environment. 

− The Augmented Reality Interactive space is defined as the subset of the total 
interactive space containing all of the potential interactions available to an AR user 
within the environment. The AR Interactive space should contain the majority of the 
possible interactions available in the total interaction space, but they may not have 
access to some virtual interaction schemes reserved for others, e.g., some TeleReality 
user services. 

− The TeleReality Interaction Space is defined as a subset of the total interactive space 
containing all of the potential interactions available to a TeleReality user within the 
environment. 

 

Fig. 29. Total Interaction Space contains all of the interactions in the environment. AR and 
TeleReality Interaction space contains their user’s interactions, indicating the common 
shared atomic interactions. 
Now, if we consider that the total sum of possible interactions is equal to 1, i.e., the total 
interactive space, each interaction is assigned a value greater than 0 but less than or equal 
to 1. A system that has only 1 possible interaction is assigned a value of 1. A system with 
five possible interactions of equal importance could be assigned a value of 0.2 to each 
interaction. Interactions of different levels of importance could be weighted differently. 
Once the values are assigned to each interaction and they are placed within their 
appropriate subsets, we can determine the value of each subset. The goal of the system is 
to have cyber interaction space with a value of 1, i.e., that all users, AR and TeleReality 
can perform as many of the potential interactions as possible. The sophistication, 
complexity and interactivity of our system can then be measured and evaluated to 
determine the completeness of the system. The goal therefore is to have a Cyber 
Interaction Space that expands so that it is equivalent to the Total Interactive Space.  
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5.2.2  Techniques to achieve a value equal to 1  

TeleReality users cannot carry out many different potential interactions in the 
environment, as they lack a physical presence within the environment. To rectify this, 
sophisticated remote controlled actuators, robots would have to be included in the 
environment to carry out the interactions. This makes it difficult to accomplish the 
TeleReality interactive rating of 1. The more items that the TeleReality user cannot 
interact with, the worse the rating will be. The items that offer the greatest difficulty are 
those items that can or need to be physically moved or changed position. To improve the 
number, it is possible to adopt a ‘minimalist’ approach by removing items of clutter and 
unnecessary objects, thus reducing the items in the environment that the TeleReality user 
cannot use. For example, by removing chairs in a room, one automatically removes a 
source of limited interaction and improves the TeleReality interactive space value. Of 
course, there are limits to this approach. Alternatively, items can be designated as non-
interactive, e.g., a painting in a room. Normal activity would not allow anyone to touch 
the painting, therefore it can be considered to be part of the scenery as opposed to an 
interactive object for the participants. All of these methods may improve the CIS value, 
but one should ensure that it is not done excessively, or one could damage the integrity of 
the environment.  

5.2.3  Interactive breakdown 

Based on the Heidegger view, interaction within the environment is a very important 
component of immersion and work. Interactive breakdown describes the situation where 
the interaction with a virtual representation of a physical object does not match the actual 
physical reality. As an example, consider a previous example where a TeleReality user’s 
avatar is sitting on a virtual representation of a real chair. If an AR user in the 
environment moves the physical chair, the virtual avatar also moves with it. This should 
not be possible in a real situation, as it would be far more difficult to move a chair with 
an actual real person sitting on it. The net effect is to damage the feeling of immersion by 
reminding the user that they are not operating as if they were physically present in the 
environment. 

5.3  Basic Interaction Constructs 

The basic interaction constructs used in TeleReality are based on the concepts of actor, 
artefacts and transactions. The relationships between these concepts are similar to that 
found in CVE’s between human controlled avatars, computer AI based avatars and non 
AI based computer objects. By substituting the AR user for the computer controlled AI 
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gives the basic structure of the basic components needed to support interaction. These 
main components are artefacts, actors and transactions. 

Artefacts: What is meant by artefact here is an independent service or application 
within the environment, both real and virtual. They can be manipulated, moved, copied or 
interacted with in some form. Each artefact resides in a location within the environment. 
This location applies to both the location of its source code and the position and 
orientation it occupies in the visual field.  

Actors: Actors represent the entities in the environment who principally initiate 
interaction and avail of the benefits of the interaction with artefacts. There are three 
principal artefacts within a system, the TeleReality actor, the AR actor and the cyber 
actor. Cyber actors describe autonomous computer controlled elements of the 
environment that initiate, maintain and monitor the environment. In practice, cyber actors 
will be implemented as software agents. Typical examples of actors include real people, 
or inventory management systems. Each actor supplies artefacts to the system.  

Transactions: Transactions describe the means in which messages or signals are 
exchanged between artefacts and between actors and artefacts. Transactions can come in 
many forms, e.g., gesture, service request, protocols. Interaction is only possible between 
actors and artefacts by using transactions. 

5.3.1  The multisphere model 

Interaction is mainly performed between the actors and the artefacts through transactions. 
It is very useful to describe a framework in which the relationship between these 
constructs is defined. A modified version of the ‘Multisphere model’ proposed in Wireless 
Strategic Initiative (WSI) ‘Book of Visions’ (IST 2000) is used to form the basis for 
establishing this relationship (Hickey & Pulli 2001). The modified multisphere model is 
shown in figure 30 and differs from the original model by sub-dividing the immediate 
environment into two separate parts, while combining the ‘instant partners’, radio access, 
interconnectivity and cyberworld presence layers into one global sphere. The reason for 
combining these spheres is that the author feels that they are strongly linked anyway, and 
offer no increased level of understanding to the interactive model. 
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Fig. 30. A modified version of the WSI Multisphere model 
The basic’s of the multisphere model is focused on an I-centric design with a strong focus 
on a geographical based organisation of artefacts. The main reason for having an I-centric 
view for this grouping is that it centres more on each user’s view of the system, be they a 
TeleReality or AR user. By focusing on the user, the design is more concentrated on 
achieving their sense of presence. The focus on the geographical model also reflects the 
reality that this is a real system, and hence, each user operates within and with the 
environment they inhabit. It makes some sense then to use a real world based model to 
define the interaction relationship. A summary of these spheres is presented in Table 10. 

The first grouping of artefacts is to collect all of the artefacts that belong to each actor, 
i.e., the virtual and real actor. These artefacts are collected into the Personal User Sphere. 
These artefacts are initially only available and observable by their owner within this 
sphere. Although they exist in the environment as such, only their owner can access, see 
or are even aware of their existence. The owner may make these artefacts available to 
others or the system, depending upon their needs. The user may interact with these 
artefacts at will. The user may decide to make his artefacts available to all of the other 
participants, selective actors or to none at all. If for example, the user has a personal 
artefact called ‘business card’, he may hide this until he wishes to use it. Then he may 
show it publicly, whereby anyone can take it, or hand it directly to another specific 
person. Considering the wide range of virtual artefacts that may be owned by a user, the 
personal user sphere is an important means of controlling access to their artefacts and 
maintaining both privacy and security.  
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Table 10. Summary of layers in the multisphere model. 

Name Purpose Range Service Types 
Personal Service 
Sphere 

A network of objects owned by the user.  0-2 m Watch, calendar, phone, 
Internet, music player 

Immediate Area 
Sphere 

A small area containing services specific to 
that area, e.g., bus stop 

1-10m 
approx 

timetables, printer services, 
shop advertisements 

Local Area 
Sphere 

larger area, providing general services to a 
number of people 

e.g., 1-
200m 

Phone services, car navigation, 
traffic reports, directory 
services 

Global Area 
Sphere 

Access to the larger world, e.g., internet 
access 

??? Web forums, TV, Web pages 

The next means by which artefacts may be grouped is to assign some artefacts so that 
they are only available from a specific limited area within the environment. This 
Immediate Area Sphere is used to assign some artefact tasks that may not be needed 
widely. This is similar to the idea of having a print room, coffee room or meeting room. It 
will sometimes be convenient to limit availability of some artefacts to a specific area. 
This grouping is done also to prevent information overload in the environment and is also 
reflected by the reality of the real environment itself. An example of such a restriction is a 
meeting room with a projector. To have a meeting using the projector, a projector artefact 
is made available only in the meeting room, the virtual user may access the projector 
which displays a real slide show to the participants of the meeting. There may be no need 
for this artefact outside the meeting room, hence the artefact is restricted to that room.  

The third level is that of a Local Area Sphere. This usually encompasses the entire 
environment or a large grouping of local area spheres based on a geographical basis. 
Artefacts here are available to all participants and cover things that are more general to 
the entire area. An example of this is a phone directory service in a building. This is a 
general service that can be accessed anywhere in a building and is not tied to one specific 
purpose room. 

The final sphere is the Global Area Sphere, which gives the users access to artefacts 
that are available from the wider world, such as telephone artefacts, web access and 
databases.  

There are a number of advantages to the multisphere model. The main advantage is 
that it helps to organise the availability of a wide range of artefacts by putting them into a 
geographical context. When one e.g., uses a VE, it is quite normal to limit some 
functionality to specific areas within the virtual world. When one goes to that area in the 
VE, one knows that one can shop, meet people. The second advantage is that in a large 
environment it can help to filter out the availability of artefacts. The third advantage is 
that it helps to increase the feeling of presence. Nothing can dampen the feeling like 
seeing an object that does not fit into the current context that one sees. As an example, 
imagine walking into a pet shop and receiving artefacts from the nearby butcher’s shop. 
The fourth advantage is that the multisphere model can help to form a means by which 
security and privacy can be organised, by preventing access to artefacts offered by certain 
areas.  
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5.3.2  Construct relationship 

The multisphere model shows the relationship between a single user and the artefacts that 
they receive from the surrounding environments. In applying the basic constructs of actor, 
artefact and transaction using this model, the actor becomes the user at the centre of the 
model. The artefacts become the different artefacts and the transactions are the 
communication means in which information is shared between the actor and artefacts and 
between artefacts. To complete the model of the relationship between these constructs, 
the relationship between actors must also be shown and the effect this has on the 
artefacts. The picture of how this works is shown in figure 31. 

In figure 31, each actor is given their own personal user sphere. The real virtual space 
contains all of the artefacts, real and virtual, available within the system. Each one of the 
actors contributes some artefacts, at a bare minimum, a communication artefact with its 
communication presence. The AR and TeleReality actors maintain a personal user sphere, 
where their artefacts reside. They may wish to make these public to the other actors if 
they wish. The cyber actors reside in the local area sphere, providing artefacts that are 
generally available to AR and TeleReality actors, as well as to the general upkeep of the 
environment.  

 

Fig. 31. The relationship between the different actors, artefacts and transactions. 
In figure 31, the TeleReality and AR actor contribute artefacts 1 and 2. The cyber actor 
contributes artefact 3 and 4. Of these artefacts, the AR and TeleReality actor only see 
artefacts 1,2 and 3, as 4 is hidden to them although it is being used by artefact 3. In 
principle, artefacts that exist in the real/virtual space are not automatically shown to all 
and can be removed from view if necessary. There are different types of transactions 
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between the artefacts and between actors and artefacts. Examples of these types of 
interaction include using gestures, network communication and remote procedure calls. 

5.4  Artefact Mobilityand Interaction 

Artefacts in the TeleReality system are not strictly static but can be highly mobile. Some 
of the artefacts are tangible, i.e., they are independent objects in their own right and can 
be moved around and manipulated, e.g., a business card. To support artefact mobility, 
objects can replicate and migrate, two features common in CVE’s. 

To understand what is meant by artefact mobility, the basic structure needed for the 
artefact will be described. Each artefact contains software code. This software code 
resides on a physical device. Therefore each artefact has a location on a computing 
device that can be accessed by other artefacts through software calls or over 
telecommunication links. The artefact needs an address, e.g., an IP and port address. This 
is the location of the base software code that contains the data and functionality that the 
artefact intends. 

Each artefact can also have a visual location, i.e., each artefact can, at some point in 
time, occupy a place in the visual field. This visual location is used so that the artefact 
object can be rendered onto a HMD display. 

When working with artefacts by moving, copying, deleting, interacting or creating 
them, one is working with either of these two locations. As an example, one may have an 
artefact called ‘calendar’ on one’s personal mobile device. The physical location of the 
software is on the mobile device, while the visual location of the rendered object calendar 
is rendered on the HMD at a point relative to the user’s location. The user can move the 
visual location of the calendar to a new more convenient location within their visual field, 
while keeping the physical location of the device intact. Likewise, the user may decide to 
move the physical location of the artefact to another device, say their home computer, but 
because the visual location has not changed, the user still has the same services as before. 
A reason for moving the physical location of the code may be that the mobile device 
lacks the desired resources and is not used often. The feature here is that the visual 
representation of the artefact to the user is entirely separate to the actual code location. 

5.4.1  Main Artefact Components 

To support this type of behaviour, each artefact consists of two parts, a client side, which 
contains the information on the rendered object and potential interaction events, and the 
server side which contains access to the artefact behaviour and data e.g., databases. It is 
this client side of the code that is downloaded to the user of the artefact and contains the 
visual parameters of the object and its location, i.e., the position within their field of view 
that they can observe the object. A client-server relationship is established with the server 
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code, as shown in figure 32. The client contains little data, just enough functionality to 
send UI events to the server code and display any information that is returned. 

Artefact

UI Applictaion
Client-Server

Link

Downloadable
code  

Fig. 32. Artefact with two parts. The UI element connected to the main code via a client 
server relationship. 

5.4.2  Artefact Replication and Migration 

Artefacts can be moved from one location to another, but will require the assistance of 
other artefacts that provide services. The basic service offered is replication, i.e., an 
artefact is copied. Replication can cover the copying of the artefact, including all of the 
data it currently holds at the time of replication, or replicating the structure of the artefact, 
i.e., with an empty set of data. The replicated artefact exists in the same device as the 
original artefact, but with a different address e.g., a different port number on the same IP 
address, and a different visual location address on the visual field. 

Migration covers the service which transfers the artefact to another location, i.e., 
changing the address of the physical code and the visual location. The easiest way to do 
this is to first perform a full replication, transfer the copied artefact to its new destination 
and delete the original artefact. In performing these actions, the user may need to give 
new locations for both the code and visual code. 

5.5  Summary 

This chapter describes the constructs’ components used to support interaction within a 
TeleReality system. An explanation of how interaction work in a TeleReality system was 
first presented which emphasises the way in which interaction is carried out between 
remotely distant people and with the remote environment. This interaction is carried out 
using virtual objects that act as a front end for the service on offer. The relationship 
between the TeleReality actor and AR actor is expanded upon to explain that they are 
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very similar, with the primary difference between them being the location that they 
receive their visual information from. TeleReality actors get it from a remote location, 
while AR actors can see the area they are in. A second difference is that the AR actor can 
physically interact with the environment at will, whereas the TeleReality actor needs a 
cyber actor. The degree that a TeleReality user can interact with the environment is 
described by the TeleReality interactive principle. This is arrived at by counting all of the 
possible interactions that can be carried out in the remote environment, then estimating 
how many the TeleReality user can perform. Interactions are weighted in accordance with 
their importance and the goal is to achieve a value of one, i.e., all possible interactions are 
supported. 

The principle parts of the components of the interaction scheme are introduced, the 
actors, which are the main protagonists in the system, the artefacts which represent the 
active objects in the system and the transactions which is the means in which information 
and actions are exchanged. Artefacts are owned by the different actors. Artefacts can also 
be replicated and migrate between locations. Artefacts are located according to a 
geographical based system, they reside in the personal user sphere, the local area sphere 
or the global area sphere. The purpose of this organisation is as a means to filter out the 
available objects according to their geographical relevance, as well as to closely link 
them to the partitions described in the next chapter. 



6 Visual Representation and Movement  

A key feature for a TeleReality user is the ability to navigate a remote real world location. 
The previous chapter discussed interaction within the environment. Here, the visual 
representation of the environment itself will be studied. The objective is to replace the 
normal physical proxy with a virtual proxy. The virtual proxy must support navigation 
around a large space, providing their owner with the correct visual perspective to match 
their current position and orientation in the system. Two constructs, the environment 
model and environment sensors are responsible for accomplishing this. The environment 
sensors constitute as a system of strategically placed cameras placed in the remote 
environment. These images are sent to the environment model which contains image 
processing capabilities to calculate the correct perspective image for each user. A 
complication of using this system is the necessity of a very high communication 
bandwidth to support a video based solution. The main problems and the solutions 
proposed in this chapter are shown in table 11. 

Table 11. Issues affecting the visual field plus a description of the proposed solutions. 

Problem Solution Description 
Insufficient 
communication 
bandwidth 

Visual Scenery 
and objects 

Visual scenery is rarely updated while only visual object state 
information is updated 

Support for virtual 
proxies 

Fixed camera 
systems 

Deploy a large number of cameras and use image processing 
technology to calculate the correct perspective images 

System type 2D/3D and 
static/dynamic 

Gives various models from a simple, less immersive system 
(2D/static) to a more realistic and immersive system 
(3D/dynamic) 

Navigating large 
environments 

Partitions + 
handovers 

Subdivide large areas into subgroups called partitions. Support 
handover from one partition to the next. Handover is determined 
by FOV of device, movement and user position 

Location system Symbolic/geogra
phic 

Use symbolic address for the partition and tracking systems for 
exact location within system 
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6.1  Visual Components 

The primary focus and most challenging aspect of TeleReality is the visual field, i.e., 
what the user sees, how they see it, how it is represented and how that representation is 
communicated over a telecommunication channel. There are essentially two different 
types of components within the visual field that have to be accounted for, the visual 
scenery and visual objects shown in figure 33. 

6.1.1  Visual Scenery  

The visual scenery component represents the static non-changing imagery in the visual 
field. These include images from objects such as walls, floors windows or any other non-
mobile object. Objects can be added to the scenery, e.g., paintings, pictures, but they do 
not fundamentally change in appearance very often. Another aspect of the scenery 
includes objects that are not considered within the interactive frame, i.e., objects that do 
not have interactive primitives. As an example, a table can be an interactive object, it can 
be moved or its orientation changed, yet for the most part the participants do not interact 
with the table on a heavy basis. Therefore it is possible to designate the table as a scenery 
item. To be considered as a scenery item the object must  

− Maintain a constant and fixed position and orientation 

− Have no interactive constructs regarding position 

The advantages of the visual scenery objects are that once they are known they need to be 
rarely updated. Once the system is started, the scenery objects are sent to the remote user, 
and there is little need to continuously update the scenery information with follow up 
communications. Many video-coding systems operate in this manner, using efficient 
codec’s that only transmit changes in the images (Waggoner 2001).Some of the problems 
with the scenery objects are that while the objects themselves may not change 
considerably over a long period of time, the lighting conditions under which they are 
viewed will. The change in lighting conditions will have some noticeable affects, e.g., the 
projection of shadows. Using existing video codec’s that transmit the new image to 
reflect the change in light in the room currently covers these changes. However, if the 
light sources within the target environment can be modelled and monitored, then it is 
possible to maintain the original image and only send the current state of the light source. 
That would reduce the data transmission significantly, as well as allowing the remote user 
to brighten up a place they are visiting for better visibility.  
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6.1.2  Visual objects 

Visual objects represent objects within the environment that are interactive in nature, 
objects such as doors, humans, TV’s, books. These particular objects shown in figure 33 
(b), are at the disposal of the user to control and manipulate. They are essentially the 
visual front-end client interfaces of the artefacts described in chapter four. Unlike the 
scenery objects, it is expected that they will be altered regularly and are active in the 
environment. To be considered as a visual object an item must be 

− Independent of the environment 

− Interactive 

Independent: Each object exists separately to the environment that they exist in. This 
means that the visual object itself is not an integral part of the environment. This allows 
the same object to be used in multiple locations, although the artefacts offered may vary. 

Interactive: The object is interactive and exists to perform some function in the 
environment. It can be manipulated, moved and changed. The object is normally the front 
end to an artefact.  
 

 
 (a)    (b)   (c) 

Fig. 33. (a) Three background visual scenery objects. (b) some visual objects (c) A composite 
picture containing visual scenery and visual objects 
Each virtual object used in a TeleReality system, irrespective of whether it is 2D or 3D, 
must have its known geometry and appropriate textures sent to the visual display of each 
user. To exist in the environment, each object must be assigned a position in which to 
reside. The initial action in placing an object in the environment is to render the objects 
geometry in the position specified. A change in the object’s position, as the result of an 
interaction event, causes a transform to be applied, changing the object position. It is 
these changes that are transmitted over the communication medium. This means that 
there is no updating of the object unless an event has taken place. In effect, visual objects 
are handled in a similar manner as objects in CVE’s like MASSIVE (Greenhalgh & 
Benford 1995) and Bricknet (Singh et al. 1995). 

Real objects can be used in conjunction with virtual objects that accurately model their 
characteristics. In this case, the virtual object reflects the actual state of the real object, 
i.e., they are tightly coupled. An alternative approach is to use a camera system to 
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identify the objects in a room and build the model itself (Mohr et al. 1998). Alternatively, 
a system of active (laser) cameras to determine 3D object models and passive cameras to 
generate colour and texture can be used. However significant problems remain, including 
the merging of the information from the two cameras types to give an accurate model 
(Geist et al. 1997). 

6.2  Presentation - 2D vs. 3D 

A major classification of any system is whether it should be a 2D based system, a 3D 
based system or a combination of both. Which mode the system takes is of a major 
importance in deciding the complexity of a TeleReality system. A 2D system offers a 
window to the real world, the Television paradigm (Pereira 2000). It is by far the most 
common and cost effective form of representation in video conferencing and remote 
teleoperation. The 2D solution also offers cost effective video codec’s at low to high bit 
rates for the transfer of visual information over low to high bandwidth media. Traditional 
video codec’s only offered the picture view of the environment i.e., the visual scenery 
construct, whereas newer video encoding standards are based on a composite of 
interactive audiovisual objects, i.e., a combination of visual scenery and visual objects 
(Ebrahimi & Horne 2000). However, 2D systems by their nature do not capture any depth 
information on the scene being shown, making detailed navigation impossible. When 
depth information is captured, there are significant occlusion problems. In these cases, a 
3D picture of the environment is built up, but information that is out of sight of the 
camera and depth capturing mechanism cannot be obtained. Attempts to navigate this 
space will show large visual blanks when the viewer looks in those directions.  

3D world presentations offer more flexibility in terms of view and navigation, but at a 
more considerable cost in system complexity, communication and processing resources. 
There are generally two approaches to scene construction. The first approach involves the 
construction of an exact 3D-computer model of the environment. A video camera with 
3D-depth information is used to capture the visual scenery and this scenery is textured 
onto the 3D system. The textures are regularly updated whenever there is a significant 
change to the system. People and objects within the system are represented either by 
audiovisual objects (either 2D or 3D) or by 3D avatar representations. In the latter case, 
these virtual objects are heavily coupled with the real world, so if a person talks, so does 
their avatar (Rubin & Vatikiostis-Bateson 1998, Olives et al. 1999).  

The second approach is based on the provision of a continuous and live 3D-video 
stream of the environment. This is usually accomplished by using multiple cameras, e.g., 
two cameras providing a stereoscopic image to the remote users HMD. The drawback of 
this system is the need for heavy image processing and bandwidth. Lanier (2001) uses a 
seven camera system and to achieve a frame rate of 2fps, he required a bandwidth 
between 20Mb/s and 80 Mb/s. 
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6.3  World Types 

The combination of visual scenery and visual object components should adequately 
represent the visual information provided to a user of the remote environment. However, 
what is the nature of that environment itself? For a TeleReality system, the remote 
environment must be inherently real, i.e., it must be tightly coupled to the events in the 
real environment to maintain its accuracy. There are two alternative systems in which this 
goal can be met, one focuses on a static world model and the other’s focus is on a 
dynamic world model. 

6.3.1  Static Worlds 

Static worlds describe systems whereby the real world is captured and stored, usually in 
an audiovisual database. TeleReality users can then access this database to navigate and 
interact with this world. Static worlds are not intrinsically connected to the real world, but 
some coupling can be achieved by linking objects within the environment to real world 
state events. Other questions then concern how often the static world should be updated. 
Static worlds can be either 2D or 3D based. 

An example of a 2D static world is described by Hirose’s research team (Hirose et al. 
1999). They described a system for building a virtual world based on the real world. They 
developed a system that used a system of 8 cameras arranged to give an omni directional 
picture and mounted it on a van. They then drove the van, using GPS to track their 
position, through a city. From the captured images they managed to recreate a panoramic 
view of the city. This enabled a user to 'walk through' the city looking in whichever 
direction they choose, but the user was confined to the path that the original capturing 
device took. A later design used layered-morphing techniques (Endo et al. 1999) to give a 
photorealistic version of the system. 

There were a number of limitations to this approach, one limitation is that the user 
may only walk the path followed by the car. The system also had no interactive element 
and therefore no coupling with the real environment whatsoever. The problem with the 
environment from a TeleReality user's point of view is that much of the information 
contained was incorrect. As an example, when viewed at a later time, the world showed 
many pedestrians and cars that would have no longer been present in the environment. 
The Hirose system is based on a principle of ’pathing’, where one path through the 
environment is taken and the users are confined to that view.  

To improve the freedom of movement through the static world, it should be feasible to 
create multiple paths in a particular environment. By creating a number of paths 
sufficiently close to each other, a user can move around a given space by effectively 
'jumping' to a new path. Figure 34 shows this concept, a user is on path A. He is looking 
in the direction of a building. He attempts to move to the direction of the building. Path B 
is closer to the building so the user 'jumps' to path B and now receives the images 
available from path B's database. 
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Such a system is not without its disadvantages as well as its advantages. In terms of it's 
advantages, by using the layered morphing method and a video multi-resolution 
technique (Finkelstein et al. 1996), it should be possible in theory to provide seamless 
‘path jumping’ to provide a feeling of freely moving about an actual space. The path 
separation factor would probably be entirely dependent upon the size of the space that the 
system should represent, small enclosed spaces may require a single path whereas larger 
spaces would require multiple paths as shown in figure 34. 

With regard to the lack of coupling with the real world, a potential solution is that 
those dynamic objects within the real world location should send to this virtual world 
their updated location and status. As the original video was captured with GPS data for 
each point on the path, it should be possible to update the world to include virtual 
representations of these real life objects, e.g., a tram can continuously update it's location 
and the user would then seen the tram passing by him/her. 

 

Fig. 34. Jumping to a different path 
In figure 35, the general format of the static world model is shown. First, images of the 
real world are captured and stored in either an audio-visual or virtual database. This is 
updated either as a once off event or on a periodic, non real-time basis. When the 
TeleReality user wants to access the world, the front-end system constructs the world 
based on the information contained within the database. When the real world coupling is 
performed, a link is made to a visual object within the remote environment, and this link 
is continuously updated in real time by changing the state information (i.e., orientation, 
shape and location). 
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A 
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User A After 
 switching 
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Fig. 35. Static System: Visual information is stored in an audiovisual database while artefacts 
are updated in real-time. 
The main issue with a static system is to ensure the fidelity of information available to the 
TeleReality and AR user present in the environment. The user in the environment will see 
the reality of the environment, whereas the TeleReality user is relying on a stored 
memory of the system. There is a real potential for a mismatch in perceptions and 
information based on the old stored model. Supporting interaction with people in the 
remote environment is also difficult, unless the user can be represented as an object, e.g., 
an MPEG-4 audio-visual objects of users to support their presence in virtual 
environments (Rauthenberg et al. 2000). 

6.3.2  Dynamic systems 

Dynamic systems reflect changes in the real world location to the remote user 
instantaneously. Essentially, the difference then between a static system and a dynamic 
system is that the periodic update of visual information shown in figure 35 is in reality 
done at real time, as shown in figure 36. This change in the model removes the need for 
the audio-visual database. This relates to a very large change in implementation with the 
emphasis on the provision of a continuous stream of information. Most static systems will 
have a period of hours, whereas a dynamic system with high fidelity should act in real 
time, at the optimum update rate of 25-fps (Lanier 2001). The strength of this system is 
that the users can have total confidence that what they view is exactly the same as what 
the real user located in the environment sees, and that all of the information available is 
current and up to date. The difficulty however, is to capture and process the relevant 
visual scenery and objects in real time.  

The current and most popular means of capturing the visual information is to operate a 
‘sea of cameras’ approach (Neumann & Fuchs 1993). This approach utilises a large 
number of cameras, whose position and orientation is known. A number of cameras are 
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organised in such a manner as to capture all possible viewpoints in the system. Kanade’s 
research team  utilised 51 inward looking cameras mounted in a geodesic dome to capture 
the movements of two basketball players, although not in real time (Kanade et al. 1999). 
Fuchs and his colleagues worked with small puddles of 2-3 cameras to gather real world 
information (Fuchs et al. 1994). Lanier (2001) used a collection of seven cameras for 
their experiment with tele-immersion meetings. Cooke’s research team  used a 2-camera 
system for capturing arbitrarily shaped video objects in 3 Dimensional scenes and 
managed to achieve a frame rate of 10fps (Cooke et al. 2000). 

The sea of camera approach has a number of constraints, but currently is the best 
strategy for the realisation of a 3D system. For a 2D system, a single camera should 
suffice. Regardless of whether a 3D or 2D system is deployed, the constraints on the 
system are similar. Camera systems can only present visual information that exists in 
their field of view. A total camera solution would require a FOV in the horizontal of 360 
degrees and in the vertical of 180 degrees. Standard cameras mounted on the side of a 
wall can have a wide FOV but regardless there will be blind spots behind the camera 
mountings as shown in figure 37. Even some omni directional cameras with FOV of 360 
degrees in the horizontal can have blind spots due to the optic system that they use.  
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Fig. 36. TeleReality structure. Video and object information is sent to the remote user in real 
time. 
A second issue is that the camera is usually mounted above a user’s eye level, the virtual 
user has a look down view of the other participants as shown in figure 37. However, eye 
contact or gaze awareness is an important part of interaction with others in the 
environment. The users have a need to feel as though they are on an equivalent and equal 
level to the other participants in the environment. Therefore, the correct user perspective 
would need to be extrapolated from the camera images to acquire the correct perspective, 
as shown in figure 37. Therefore, one of the most important requirements is the correct 
user’s image perspective. 

 The image perspective is the view that a user would have if they were physically at 
the room. This is challenging for the normal camera perspective. If the camera were to be 
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configured to give an eye level view for a standing user, this would no longer apply if the 
user were to sit down. Also different users are of different heights, so the system would 
hardly be universal. Therefore calculating the perspective is not a trivial task. Systems 
that extrapolate 3D information from the scene are of a significant advantage for 
calculating the correct perspective. The second issue with single 2D camera systems is 
that they are only effective when the user is looking in the same direction of the camera. 
If the user turns to look towards the camera, they will see nothing there. Omni-directional 
cameras go a long way to solve this problem, usually at a cost of resolution. 

A third problem with camera systems is that while a camera can look across a large 
space and present a satisfactory image, cameras are normally set up with a fixed 
configuration, e.g., a fixed focal length. The more focused a camera is at a far away point, 
the less information it shows of the near space area. The more focused it is at the near 
space, the less clear distant information becomes. Therefore camera systems are 
optimised to present information of the surroundings. What this means is that some 
information may not be covered by the optimum set-up. Therefore to present information 
close to the camera in good quality, distant information may not be as represented well, 
and vice versa. Normally, this problem is fixed by adopting remote control zoom and 
pan/tilt behaviour, however, for a multiple user system, it is not desirable to have 
someone control the camera as this affects others. Hence, when the system is configured, 
it is done so with the assumption that it covers a specific degree of space with satisfactory 
resolution.  
 

Blindspot - Area
behind the camera 

Users eye level 

 

Fig. 37. The direction of the remote user’s eye level is in comparison with the camera 

6.3.3  Partitioning 

The degree of space that the system is to cover may be far greater than the ability of our 
camera system to represent. For example, in an office complex with numerous rooms, 
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one camera system will not work due to occlusion from the walls. To represent a space 
larger than one camera system can handle, one needs a different approach and that is to 
construct a number of camera systems and connect them together. This gives us another 
core concept, a large space is partitioned into a number of spaces where each space 
contains one camera system as shown in figure 38. Of course, the user of the system 
wishes to navigate the entire area in which they are present, and does not necessarily 
want, nor should need to know how that space is implemented. Therefore it is required to 
present a continuity of view in the large space, which means that the user should be able 
to move from one partition to the next as effortlessly and seamlessly as possible. This 
brings us to another requirement of our system, visual handover. 

Visual handover is the continuation of the images presented to the user as they move 
from one partitioned space to the next. Visual handover is determined by the user’s 
position and visual perspective. As an example, if a virtual user is located in one 
partitioned space as shown in figure 39(a), they receive their information from the 
cameras in that cell. When the user moves to partition B, but looks back into the space 
covered by partition A, they should still receive information from partition A, although 
they are located in partition B. To further complicate matters, part of the user view will 
also show information only available from partition B.  
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Fig. 38. The TeleReality space is divided into a large number of adjacent partitions 
An additional problem is determining the point at which a person is in partition A or B. 
Lets say that the person is standing at the doorway between partition A and B. By looking 
into the room, the person is in partition A, whereas just turning around, the person is now 
in partition B. Therefore the perspective of the person is a contributing factor in 
determining the partition that they reside in. 

In larger spaces, occlusion is less of a problem, but distance can be a more difficult 
issue. Each partition is set up so as to guarantee visual coverage of an area with a 
satisfactory degree of resolution. The inter-pixel distance determines the quality of this 
resolution. The farther away an object, the greater is the inter-pixel distance, meaning that 
the object is shown in less detail than an object closer to the camera. This is a similar 
problem to the level of detail problem in 3D graphics. 
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Therefore as one travels out of the partition, the resolution quality deteriorates. When 
the quality is too poor, it is necessary to switch over to another partition. Determining 
when the resolution is too poor is an extremely difficult task. The problem is that the 
partition itself cannot know when the resolution of an object is too bad. When the user is 
at the centre of the partition, the distant object’s resolution is fine. At the edge of the 
partition, the resolution is not so good, but as it is beyond the view of the cameras in the 
partition, the partition does not know when it can no longer give a satisfactory resolution. 
To counteract this problem, the simplest solution is to take the known space in which the 
partition can strictly guarantee the best resolution and when the user leaves this area, the 
user switches to the new partition. The deciding factor here is the user’s position in the 
system.  
 

Room A

Room B

Room A

Room B

 
   (a)     (b) 

Fig. 39. (a) A user in partition A (b) user is in partition B, but still receives information from 
partition A as that is where there perspective is. 

6.3.4  Additional factors in determining handover 

The perspective of the user is a very important component in determining handover 
between partitions. Figure 40(a) shows an example of the issues involved in FOV 
handover. In the first figure, the greatest portion of the information comes from partition 
A. In figure 40(b), the greatest portion of partition B, and some information from A. This 
would be the optimum time for handover information. A main factor in this calculation is 
the FOV of the HMD. Most HMD’s will have FOV that are substantially narrower than 
that of the human eye. Therefore, for the TeleReality user, as they approach a handover 
point, the limited FOV of the HMD creates a more concentrated tunnel of vision than 
what the user could see if he were actually present in the room. Essentially, the wider the 
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FOV of the HMD, the closer the handover point will be to the door, while the narrower 
the FOV, the farther away the handover point can occur. 
 

 
  (a)      (b) 

Fig. 40. (a) Shows the user‘s FOV in room A. (b) shows the FOV, mainly from room B and 
hence handover is considered. 

An additional factor here is also the motion of the user. A stationary user can turn both 
their head and body in any direction. Therefore, small changes in position would 
definitely put them in partition A. However it would be safe to say that from a 
behavioural point of view, if the user is moving towards a portal and that portal 
increasingly encompass their FOV, then it is likely that they are actually moving through 
the portal and into partition B. Therefore, perspective, location and movement are factors 
in determining the need for handover. 

6.3.5  Overlapping partitions 

The partition system described so far operates with a strict partition boundary in a strict 
lattice structure as shown in figure 38. However, as previously discussed, this can cause 
some problems, especially when a person is standing at the boundaries. A more 
convenient solution is to have small overlapping partitions at these boundaries, which 
partly cover both cells. As an example, in the case of the person at the doorstep, an omni-
directional camera located here can take over the image provision, as shown in figure 41. 
An omni-directional camera takes a 360 degree view of the world in the horizontal, and 
180 degrees in the vertical. Image processing software is used to calculate a normal 
perspective image (Gaspar et al. 2002). These overlapping partitions are deployed when 
difficulties arise over camera orientation. Returning to our door border problem, users 
will normally move directly from one partition to the next, but sometimes stop to look 
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into a room, or stop to talk with someone at that location. Overlapping partitions can then 
be deployed when the person’s presence in a primary partition is uncertain for a short to 
prolonged period of time, or simply to provide more consistency when moving from one 
partition to another. 

6.3.6  World construction – combing the partitions 

Partitions are the essential means in which large dynamic scale worlds are constructed, 
the location and perspective of the user determines when the person moves from one 
partition to the next and overlapping partitions can assist in times of contention. Now, 
how the partitions are organised into a single system needs to be examined. For our user, 
their perspective and location within the system is essential. These therefore, become the 
basic building blocks. A third building block is the system integrity. By system integrity 
one means the degree to which the system reflects the reality on the ground. As an 
example, a building has a collection of rooms, each room containing a partition. The 
connection between these rooms is physical and an AR user can only move logically from 
one partition to the next as they walk through the building. However, with a TeleReality 
system, it is possible to arrange these rooms differently by moving the connections 
between the partitions around. Therefore, if a TeleReality user were to walk out from a 
room with an AR user, the AR user and TeleReality user could end up in entirely different 
locations. 

 

Fig. 41. An overlapping partition is used to solve problems of contention when moving from 
one partition to the next 
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6.3.7  Location 

TeleReality systems are based on real world locations, so each partition covers a unique 
physical area in the real world. Real world locations are defined either by their geography 
e.g., longitude, latitude or symbolically e.g., an address (Torkin 2000). This differs from 
virtual environments, which normally use the Cartesian plane. Which system should a 
TeleReality system use? 

The most common method for acquiring geographic location is to use the Global 
Positioning System (GPS). Differential GPS (DGPS) has an accuracy of 1-5 meters in the 
horizontal, while Wide Area Augmentation System provides accuracy of 3-5 meters in the 
horizontal and 3-7 meters in the vertical (GARMIN Corp. 2000). This generally works 
well for outdoor applications, however for indoor situations some difficulties arrive. First, 
more precise positioning is required as the rooms are normally less than the margin of 
error for GPS. Having the right co-ordinates for a partition is essential. The second 
problem with indoor locations is that even a small few meters error in the vertical 
position will place the cell on a different floor. A third issue with GPS in an indoor 
environment is that the signal attenuation and multipath fading makes it difficult for the 
GPS receiver to receive and decode the signal (Vittorini & Robinson 2003).For indoor 
systems, a secondary system is needed in combination with GPS, such as wireless 
systems (Van Diggelen & Abraham 2001) or an infrared network (Harter & Hopper 
1994).  

Symbolic locations systems use a unique address to represent each location within the 
system. As an example, an IP address represents the location of a single computer on the 
internet. This system is comprised by establishing a relationship between these symbolic 
address’s to form a single system. Leonhardt (1998) proposed combining the 
geographical and symbolic models into a single model. GPS is used to find the general 
location of objects, or in our case, partitions, while symbolic links would be used to 
define their exact geographical location. 

While this system would work just fine, the reality is that each partition does not need 
a GPS position to define its location for the TeleReality user, the symbolic connection is 
enough to uniquely address each partition. This is also better as the address to enter a 
partition would be easier than entering the precise geographical location data of the 
partition. However, while supporting GPS is not mandatory, the AR user physically 
present in the system is likely to be using a geographical model, using GPS and an indoor 
tracking system. Therefore a remote TeleReality user and a local AR user are likely to be 
using different models to describe the same unique space. Added to this, the geographical 
location of the AR user will be needed to determine the handover of artefacts and will be 
helpful for a TeleReality user to navigate the environment. Hence, for completeness, each 
partition is defined by its symbolic address and geographical location.  
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6.3.8  Portals 

Earlier, the need for handover from one partition to another was described. For the most 
part, these handovers occur at points that result from physical obstructions. For example, 
a room with four walls and one door has only one possible exit. Therefore, our partitions 
normally have only a few possible locations in which handover can occur. These 
locations for possible handover are called ‘portals’. Portals act as entry/exit points to the 
partitions.  
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Fig. 42. (a) Shows the range of a single omni directional camera. (b) Shows the strategic 
placement of the second omni-directional camera to maintain satisfactory resolution. (c) 
Shows the general layout needed to maintain an even field in outdoor areas. 
The advantage of portals is that they define a narrow location sensitive area in which 
handover can occur. Furthermore, they act as a two way conduit. Each portal connects 
two separate partitions only. Therefore, when one moves through a portal, the entity 
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controlling handover is provided with the symbolic destination address by the portal 
itself. The portals from one partition to another must match in order to maintain fidelity 
and consistency, i.e., if portal A points to portal B, then portal B must point to portal A. It 
is only when one is close to a portal that handover can occur, therefore the definition of 
the portals location is necessary, but somewhat difficult to accomplish. 

6.3.9  Large Outdoor Area’s 

Previously, it was stated that a person could leave one partition for another when they 
reached a point where the resolution is no longer satisfactory. This is based on 
determining the distance from the camera when the resolution deteriorates due to 
increasingly large inter-pixel distance values. Therefore, each camera will have some 
coverage area, as shown by the omni-directional camera in figure 42(a). Using Location 
based systems, it is possible to anticipate when this point is reached and order a new 
handover to the next relevant partition. However, this is not a straightforward task. In an 
indoor system, this is not a significant problem as the room size is usually well within 
this limit, there the problems are more related to the camera FOV and occlusion. In large 
spaces, especially outdoor environments or large warehouses, the difficulty is of a 
different nature. In figure 42 (b), the camera for the 2nd cell handover must be positioned 
at the edge of the limits from the first partition to maintain a continuing view. This creates 
a line along the central perspective of the cameras and can be used to have seamless 
transitions, in effect, a similar ‘pathing’ experience found in static systems. For multiple 
paths, the actual required configuration is shown in figure 42(c). This system would need 
to be maintained for each possible direction. For outdoor systems, multiple camera 
systems that ideally have high resolution and wide FOV’s are preferred. 

6.4  Movement  

So far, the construction of the environment and the primary issues relating to the jumping 
from one partition to the next have been covered. Also, acquiring the 3D information of 
the system in order to navigate the environment has been discussed. Knowing that a 
system can support movement through the system, one must ask how that movement is 
conducted and what its effects are. For an AR user, movement through the environment is 
easy, they just walk around. For TeleReality users, the situation is different, walking 
around their actual environment while viewing a remote environment is difficult, if not 
dangerous. Generally, the TeleReality user will be required to adopt a stationary position 
while controlling his virtual avatar’s movements in the remote environment. This control 
can be done by using a device like a joystick, keypad or mouse. The author has been 
unable to find any information pertaining to the effect of a person wearing a HMD and 
navigating a remote real world with a virtual avatar. Indeed for teleoperation, the 
problems usually revolve around gaining knowledge of the terrain and restrictions in the 
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camera perspectives. But most of the effort is in actually controlling the proxy, avoiding 
hitting people’s objects, as was the case with the remote controlled car experiment and 
the blimp experiment (Paulos & Canny 1997).  

Some experience has been acquired from controlling virtual avatars in Virtual 
Environments. Movement is normally done by using a keyboard, joystick or mouse, 
although some researchers use treadmills (Pratt 1997), which is probably not the most 
practically widely available solution. Roy Ruddle concludes that using HMD’s is a more 
efficient means than using a desktop system as subjects walked through the buildings 
more quickly and got a more accurate sense of relative straight-line distance (Ruddle et 
al. 1998, 1999). Others use illusions of self-motion, called ‘vection’, to create a set of 
tracked actions that can give the user a feeling of movement and hence presence. Slater’s 
research group had the user walk in place and compares the effects to a person using hand 
movements to signal forward movement (Slater et al. 1995). Fairchild his research team 
required the user to lean forward to acquire the same effect (Fairchild et al. 1993).  

The effect these techniques will have for a TeleReality user is unknown. In general, a 
cognitive map of the area helps the user navigate and work in the environment and 
having as much peripheral vision as possible helps, i.e., wide FOV (Darken et al. 1998). 
Also, Witmer and Kline (1998) noted that users do tend to underestimate the perceived 
distance in VE’s and the real world, but that underestimation is greatest in VE’s, so it is 
not certain as to what the actual effect on TeleReality users will be, but it will probably be 
a combination of these research findings. 

6.5  Summary 

This chapter describes the components needed to build the constructs for the 
environmental sensors and environmental model constructs. The system makes use of 
‘visual scenery’ and ‘visual objects’ to represent the visual field. The advantage of these 
is that it reduces the bandwidth for sending video, as that changes in the visual scenery, 
which accounts for most of the information and hence bandwidth, happen rarely and as a 
result only the scenery objects are updated in real-time. Depending upon the 
sophistication of the video codec’s, only the visual object state information could be sent, 
further reducing the data bandwidth. The world can be represented by either a 2D or 3D 
visual system. 2D systems provide better bandwidth and simplicity over 3D systems, but 
at a cost of subjective presence. The world itself is of two types, a static world where the 
world information is temporarily stored and a dynamic world, where the images are 
displayed in real time. The world is subdivided into a collection of partitions, which are 
connected together by portals. Partitions are needed due as video cameras are constrained 
by phenomenon such as occlusion and degrading resolution over long distances. These 
partitions are linked together to form one continuous world. To maintain that continuous 
nature of the system, handover between each partition is performed, using parameters 
based on the users location, Field of View and movement. The location of the partitions is 
based on a geographical-symbolic model. 
 



7 Privacy and Security 

Providing privacy and security within a TeleReality system is a complex task that impacts 
heavily upon both the design and the constructs of the system. The TeleReality system is 
based on using cameras to capture information from the environment, either in real time 
or delayed time. This can create an Orwellian ‘Big Brother’ system, which is open to 
severe abuse if left unchecked. Additionally, the current reality is that the system of ad-
hoc networks used in AR has security issues based on the lack of an independent trusted 
3rd party certification bodies. This has an impact on TeleReality users, as part of their 
system will be based on ad-hoc technologies, while otherwise standard distributed 
security procedures would apply. This chapter examines these two issues, how to 
establish trust within the system and how to provide secure connections. The solutions 
will be both organisational and technological, and are summarised in table 12. 

Table 12. Security issues raised from the use of camera systems, ad-hoc networks and 
their proposed solutions 

Problem Solution Description 
Invasive nature of 
Cameras 

Organisation – 
Trust contract 

A legal agreement outlining the users rights within the system 

Awareness Make users aware of who or what inhabits the system with them 
Control Provide control and power to the person in the camera environment 
Access Restrict access rights of the visitor 

Establishing trust 

Integrity Certify the identification of other users in the system 
Security 
problems in ad-
hoc networks 

Network key, Ad-
hoc key, Device 
profile 

Only allow one person on an ad-hoc network access to the network. 
Use a network key to contact network, use separate ad-hoc keys to 
talk to other networks. Maintain a device profile in the network to 
check for unknown devices. 
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7.1  Invasive protection 

Under any system which comprises of a set of cameras recording an environment in 
which people work or live and where access is provided to others known and unknown, 
issues are bound to arise concerning the invasive nature of the technology, and how it 
affects work and everyday activity. In ‘the Truman show’ the main actor was constantly 
monitored by cameras without his knowledge, the issue of invasiveness was not a 
problem as he was unaware of their presence. In what is referred to as ‘Reality TV shows’ 
such as ‘Big Brother’, the contestants volunteer to give up their privacy in the hope of 
winning a prize, fame or a more lucrative job opening. While the contestants are aware of 
the monitoring system, if not the position of all of the cameras, they have agreed to the 
set-up before hand, i.e., they knowingly and voluntarily inhabit the world in the 
knowledge that the general public will see their actions. In both of these cases, the 
constant monitoring was not an issue as the subjects were either totally unaware of them 
or consented to their presence. The critical issue is when people who are aware that the 
system is in operation and do not consent to the invasions of privacy that result from it.  

In media spaces, which are systems set-up to create a large sense of awareness in the 
work environment, some workers were opposed to the scheme (Mantei et al. 1991). One 
of the principle fears was that their behaviour would be monitored. Experiments showed 
that it was not the big brother of the company who monitored their behaviour as that of 
their fellow co-workers (Fish et al. 1992). A typical use of monitoring was to check to see 
if a person was in their office in order to precede a conversation. The observed user was 
unable then to avoid the conversation, as they were known to be there at the time. The 
second use was the monitoring of a person’s presence at his work place to check regular 
time keeping, which was not entirely accurate as they may be in other relevant work 
places. The third form of invasiveness was the ability for third parties to observe whom 
that user was talking to in their office at any particular point of time. These problems 
existed within a test environment, but one can only imagine that these problems could be 
magnified in a work environment that had stronger political rivalry or where workers 
were facing redundancies. 

Media spaces set out to develop a system of total workplace awareness that was too 
invasive for people’s comfort, to such an extent that it was in practice unacceptable and 
unworkable. Numerous researchers tried to limit this intrusive behaviour by greying out 
different participants (Hudson & Smith 1996, Lee et al. 1997, Zhao & Stasko 1998), but 
this also had the effect of working against what the media space concept was about, open 
shared awareness (Gaver et al. 1992) and little practical progress has been made upon 
this subject. 

Most instances of a TeleReality system will involve periodic image updates and this 
could lead to similar problems as experienced by media systems. Before proceeding 
farther, it should be stated that the purpose of the media systems and TeleReality system 
are different. Media spaces tried to construct a shared awareness and workspace by 
monitoring multiple remote areas with cameras. TeleReality systems are meant to be 
highly functional, the person is in a partition and interacting with the system for a specific 
reason. It is this different purpose of the TeleReality system that will need to be exploited 
to provide a solution to the fears described by the media space systems.  
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7.2  Establishing Trust  

What a TeleReality system needs to do is to propose a pre-agreed degree of trust between 
those who reside within the system. This gives us another main construct of the system, 
the ‘Trust Contract’. A trust contract is an agreement made between the actors in the 
environment concerning the nature of their presence in the environment. This agreement 
is based on an organisational contract, which can be supported by technology. The 
function of this agreement is to establish clear lines of control within the system. By 
control one means the ability to have the power to dictate whom is allowed to be present 
within the system and under what conditions. These conditions may vary, depending 
upon the TeleReality system in place. The following types of trust agreements may be 
proposed 

− Public The most invasive form, everyone has uncontrolled access to the system 

− Partial Some people are given more privacy than others are. For example, in a 
company, the workers may have highly restricted access within the system, while 
security personnel have total access. 

− Private Each person within the system has control over who sees them or who can 
communicate with them. 

In dealing with each of these trust relationships it may be advisable to look at the means 
in which they may be realised on an organisational level. Ideally, the more control a 
participant has over the system, the better they are able to ensure their own privacy. By 
this one means that access and control of the system should be divested to the actual 
users, both present and remote. It is this level of control that each relationship should 
determine before one agrees to be present within the system. The four constructs needed 
to provide this trust relationship in a TeleReality system are 

− Awareness 

− Control 

− Access 

− Integrity 

7.2.1  Awareness 

The concept of awareness covers the necessity for the user to know with whom and with 
what they share a space. In a real world situation, a person in a room can easily see every 
person or object within the room, so they are usually aware of the most important 
elements of information with which to complete their tasks. In TeleReality systems, some 
objects are entirely virtual. This means that they have the ability to hide their presence 
from other users while gaining information without the knowledge of the other 
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participants in the environment. To make a user ‘aware’ of the space is to let them know 
who cohabits the space they are in, i.e., people and both virtual and real objects.  

It is necessary for each participant in the system to be aware of who else is present, 
and the form of their presence, i.e., what capabilities and privileges that they have been 
granted. If there are two people located in a room and a third person enters as a virtual 
avatar, then all three participants should be aware of each other’s presence. If for 
example, one of the real actors initiates a communication with the virtual actor without 
the other actor being aware of this, the virtual actor may be able to listen in on a 
conversation without the knowledge of the other person. In such a three-person 
relationship, any one of the actors can listen in and observe behaviour, so it is essential 
that the other actors are aware that this is taking place so they can modify their behaviour 
if necessary. 

This rule also applies to the use of a company to monitor their workforce, it should be 
necessary for the company to make that presence known to the workforce using avatars in 
a manner separate to that of the camera system. By making the users aware of that 
presence, one can try and replace the uncertainty that they might be observed with that of 
the certainty that they are being observed. By representing the observing parties, one 
offers a more substantive form than just the camera, where the users do not know for sure 
who is watching them and when. Awareness in a TeleReality system is simply presenting 
to each user the active parties and objects within the space they inhabit, even if they 
cannot make use of all of the objects or communicate with all of the people. By simply 
knowing who is around the users can modify their behaviour accordingly to maintain a 
degree of privacy.  

7.2.2  Control 

While awareness lets a user know who is present within their environment, so that they 
can modify their behaviour, control decides who should be present within the 
environment. The issue of control is to get agreement between the actors in a partition to 
share the space and interact. Control can be given to each individual person, the owner of 
the space or the owner of the system. The central aspect of control is getting an actor to 
agree on the presence of a TeleReality user. This is similar to the analogy of a telephone 
call. A typical scenario has a TeleReality user contacting an actor, requesting their 
presence within the system. The actor sees who is attempting to join them and can then 
decide if they agree to their presence or refuse it. In this case, the contacted actor 
determines whether a person is allowed to be represented in the environment. This is also 
not that unlike a person knocking on your office door, one can choose to answer it or 
ignore it. In this scenario it is the person in the room who decides who is present, thus 
they can have full confidence in the system because nothing takes place without their 
knowledge or consent. The second part of this contract is that the controlling person can 
also determine the end of the visitor’s presence, by terminating their privileges, i.e., the 
same as hanging up the phone. 
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This negotiation of point to point contacts is also an important aspect for audio 
communication. As mentioned earlier, one problem with multiple presences within the 
environment is the possibility of eaves dropping. Unlike video, it is more difficult to filter 
out extraneous voice. By using point-to-point negotiation, one can also establish a point-
to-point audio link. This also ensures that everyone participating in a conversation has 
agreed to it and there is less possibility for eavesdropping. 
 

Video

BaseStation Person ACell phone

Person C
not taking part

Cell phone Person BCell phone

Person

Cell phone

HRTF
Transform

Video
processing

Audio out
Video Link

Audio A (Location, head position)

Audio B (Location, head position)

TR User PartitionNetwork

 

Fig. 43. A session is set up whereby the remote user establishes a separate point to point 
connection with each relevant user. Person C is excluded, but is aware that the remote user is 
present, just cannot hear what he says. 

In practice our system will look somewhat like that shown in figure 43. The 
TeleReality user establishes a conference call by contacting two people in the partition, 
while ignoring the 3rd person. Both people accept the call and a 3-way communication 
ensues. The video stream is constructed and sent to the user. Two audio channels are 
established to the remote user, one for each of the participants in the conversation. The 
real actors establish only one audio link to the TeleReality user as they can hear what 
each other says in the room anyway. The audio information is transmitted in the links 
with information on each person’s relative location and head position. These are then fed 
into a Head Related Transfer Function (HRTF) (Kapralos et al. 2003), that generates a 3D 
sound information profile for the TeleReality user and likewise for the real actors. The 
other person in the room is only able to eavesdrop on the conversations of those present 
in the room, and not the entire conversation. Another way to initiate communication is for 
the remote user to directly access a partition after obtaining the permission of the 
partition owner and while in the partition, the remote user can then initiate contact with 
people there by interacting with their avatars. Communication is established not by a pre-
known address of the remote user, but by spontaneous interaction. 

This need for control should highlight an important aspect of TeleReality systems. For 
a TeleReality user to interact with the environment, they must have the consent of the 
owner of that environment, to interact with other people, they must have the consent of 
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that person. Control is always therefore placed in the power of the requested party on a 
negotiated contractual basis. 

7.2.3  Access 

Access works by determining the limits to the visitor’s behaviour and activities in the 
system. As an example of access, a TeleReality user contacts a real person and is invited 
into their partition. Once in the partition, the TeleReality user can move to another room, 
which may not be what the person who invited them wanted. One may not want complete 
strangers exploring all aspects of the building you inhabit. Therefore, the real user would 
restrict their access to that specific partition upon accepting their presence.  

To make the system work more smoothly, each partition should be allocated a security 
clearance code. The people who inhabit those partitions will have clearance for their own 
partition and for other common areas in the building. These people may grant temporary 
visiting rights, with the appropriate security clearance for the duration of the remote 
user’s presence in the system. This is cancelled when the presence ends. In figure 44, 
Mary has three clearance levels. One is just for her room, the second is for her co-
workers rooms and the third is for the general visiting areas (e.g., lobby, corridors, 
meeting rooms, and cafeteria). When a person requests a presence, Mary, can give them 
access to her own room. If she leaves the room and wishes the visitor to come with her, 
then she can ‘invite’ them, i.e., give them a temporary clearance for those areas. She 
cannot give the remote user access to other people’s rooms, which is up to each of those 
occupants to decide.  

A similar issue is also at work with the interactive objects within the environment. The 
optimum way to manage these objects is to collect a list of objects within various security 
groups, e.g., general information could be combined into one security group as almost 
anyone can have them. Each person is assigned a number of security groups depending 
upon their needs. They may also be given rights to elements of a group on an element by 
element basis. As well as having access to different groups, some user may be permitted 
to grant temporary security clearances to others. This is to allow visitors to use some 
artefacts they do not have permission to use in order to carry out a shared work activity. 
As one example, a visitor in a meeting room, may wish to use a projector, but would not 
automatically have the rights to use it. The others in the room would have the rights, and 
can assign the visitor the rights to use it. This would disappear whenever the grantee of 
the rights decides, or when their presence is terminated.  

7.2.4  Integrity 

Integrity is essentially the component of the trust relationship that focuses on 
guaranteeing that the user is not tricked or fooled by means of deception. One of the main 
aspects of establishing trust between the actors in the system is that they should be able to 
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establish a relationship based on a level of trust that they are both dealing with each other 
in good faith and that the actor they are dealing with is exactly who they say they are. 
Therefore it is necessary to determine and confirm the identity of the other actors and that 
they are communicating with. It should also cover the protection from nuisance attacks 
such as spam and resource draining attacks also. 

 

Fig. 44. Office space. Mary has the right to give others access to her room and public area’s, 
but not to other peoples rooms. 
In cases where two AR users are communicating, trust can not only be established by 
technological means, such as biometric certification, but also by the common locality of 
the users. It is not a strictly anonymous situation. For TeleReality users in the system, 
there is the possibility for deception, as the video image could be doctored or tampered 
with. Earlier it was mentioned that connections should be formed on a telephone based 
model. With current mobile telephony models, each person is given an id (their telephone 
no.). The phone companies can provide services such as ‘call identification’, and act as a 
form of 3rd party independent certification, as the phone number is linked to a name in 
their database. Of course, a person may phone and say give a different name to that in the 
database, but the use of their number is enough to determine their real name. Deception is 
still possible however. Generally parallel methods are used to associate the person 
identity with the phone id., e.g., face to face meetings, introduction by trusted 3rd parties.  

Integrity of the system also means guaranteeing to the user, that the communication 
and technologies used to support the organisational security systems is safe and secure. 
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Essentially, this means that when a questionable communication is taking place, e.g., 
between people with two different sets of security standards, that the user is at least 
informed of the risks that they are taking. A more detailed analysis of the problems 
involved is discussed later in this chapter 

7.2.5  Importance of trust relationship contracts 

In an example of a workplace where the workers are being monitored by the owners, by 
being made aware of that presence, the workforce may decide that it is unhappy with the 
situation and distrusts the owners purpose for the system. The workers may then attempt 
to negotiate a deal establishing a degree of trust with the owners, that may result in the 
system been removed, or prohibited for use in firing, promoting, directing or 
discriminating against the workforce. In essence, the workforce attempts to negotiate a 
system with parameters and guidelines which it can have a relationship of trust with. 
Trust between users is normally established based on a history of past contacts and easier 
to maintain when the relationship is a real face to face meeting. One trusts the other actor, 
not by technological means but by a parallel relationship. Trust, in this manner, is more of 
a subjective process than by an absolute objective measure.  

7.3  Security  

Security is concerned with providing the practical physical and technological security 
concerns for the TeleReality system. So far, the organisational problems have been 
discussed, but now it is necessary to understand and provide the physical level of 
security. The TeleReality system is based on a complex, multi-user telecommunication 
system. This communication system includes fixed, mobile and ad-hoc networks. Of 
these elements, the ad-hoc network element has a number of inherent weaknesses, e.g., a 
lack of 3rd party certification (Hickey 2002). 

7.3.1  Addressing the security weakness 

Trying to cope with the weakness of ad-hoc security in the TeleReality system is a 
difficult problem. However, ad-hoc security systems are developed based on the 
assumption that there is no 3rd party certification system possible as there is no 
guaranteed connection to a constant and known network. However, in a TeleReality 
system, there is a 3rd party element available, as part of the network is a fixed network. 
Therefore, when an ad-hoc user is not in a TeleReality system, they may use ad-hoc 
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security procedures, while within a TeleReality system, they should be forced to use the 
3rd party certification through the fixed network.  

The procedure that should be followed as a result of this situation is to separate the 
system into two parts, one dealing with the network and the other dealing with other ad-
hoc networks. These two parts are kept separate. To achieve this, a number of steps have 
to be taken. 

− Network Key. The connection between the fixed and ad-hoc network should be secured 
by a network key. This key works from the personal user sphere, meaning that once the 
connection is made, all of the artefacts within the personal user sphere are certified 
and operate under the security of encryption on the fixed network link. This is separate 
to the encryption used on the ad-hoc radio links. 

− Ad-Hoc Key. An ad-hoc key is used to operate with other ad-hoc elements. The fixed 
network can be used to validate and certify the other user’s ad-hoc key. 

− Integrity. The user guarantees the integrity of the artefacts in his personal user sphere. 

The latter point places the burden of responsibility on the ad-hoc user to ensure that their 
network is safe and no one else is a part of it. This is not always possible though, as 3rd 
party eavesdropping is still possible. Two ways, when combined, may counter this 
problem. One is to have a device network profile of the user’s personal ad-hoc network 
stored within the fixed network. In this scheme, when a new device is added, its profile is 
stored in a safe place on the network, either in the user account or in a 3rd party site. 
When a connection is made, the user’s current device network profile is checked against 
their stored profile. Unknown devices in the network are identified. Using these schemes, 
a 3rd party in the example in figure 45 can only impersonate the device, but cannot get or 
use the network identity to get access to the fixed network. 

Another element of a TeleReality system that helps address the security weakness is 
that the users have access to a visual picture of the other users through a real time video 
link. This can help in the identification of the other users in the system either by 
familiarity, or checking their video image against a stored picture of the user held by an 
independent 3rd party.  

7.3.2  Artefact security 

So far, both trust and device security has been established. Lastly, comes the need for 
artefact security. Each artefact has the capacity to act entirely independently, or migrate 
locations. Therefore its location can always vary. Each artefact also has the ability to 
move part of its code to a different location, e.g., in a code download to execute an 
artefact interface. The artefacts work by sending information that executes code on the 
machine that requested it. In many cases, this code may not actually be requested by the 
receiver, but as part of an advertising code. This code e.g., shows a 3D object that 
advertises some object. By downloading executable code, one risks receiving viruses or 
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Trojan horses. Without any established software environment standard, the need for 
downloadable code is unavoidable for systems. 

Virus protection is essential with a TeleReality system. These types of virus may be 
malign, deleting information or act as denial of service attacks. Often there will be 
occasions where the attacks are not intended to be malign, but have consequences on the 
system by absorbing precious resources such as memory, battery power and processing 
power.  

Artefact access: Each artefact has an access profile. These profiles determine who has 
access rights and the conditions upon which that access are granted. Public access means 
that anyone who wishes to use the artefact may access it. Protected access means that the 
access is limited to groups or individuals. As stated earlier, the access profile can be 
changed dynamically by the owners of the artefact, but only for a finite period of time 
where necessary. Therefore, when each service is accessed, a record is kept of the service. 
In a client server relationship, this security profile can ensure that the connection is 
terminated when permissions have been revoked or other conditions are met.  

Fig. 45. The user with an ad-hoc network keeps a copy of his device configuration in the 
network. He also uses separate secret keys for accessing the network and for other ad-hoc 
users. 

7.4  Summary 

This chapter described some of the problems related to establishing privacy and security 
with a TeleReality environment. The basic problem focuses on the fear of a big brother 
system. The basic means for establishing privacy is to negotiate a Trust Contract between 
the participants within the system, which is an organisational agreement so that everyone 
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is aware of what is allowed and not. Privacy can also be helped by requiring that the users 
be aware of who occupies their environment as this ensures that they know who is there, 
and hence they can modify their behaviour. Those being seen by the camera should be 
given control when and how someone enters the environment, by using a paradigm such 
as a telephone. Access rights must be established for the system, the partitions and the 
objects in the environment and visitors can be assigned temporary access rights, as well 
as establishing integrity in the system to give the participants confidence in the system. 
Connections are established by ‘point-to point negotiation’. Ad-hoc networks are the 
weakest security link within the system. To counter this, each user in the system with an 
ad-hoc network must establish a link to the fixed network to access 3rd Party certification 
services. Each user maintains a device network profile, to detect suspicious network 
elements. A network key is used to establish a connection with the network, and a 
separate ad-hoc key is used to establish communication with other ad-hoc networks.  



8 Visual Cell system 

The visual cell model supports an enhanced telepresence system by implementing the 
constructs discussed so far. The model is first explained and then it is shown how the 
elements of the model are mapped onto the constructs. 

8.1  Visual Cell Model 

The visual cell model is one potential solution that could be used to implement a 
TeleReality system. This model is based on similar principles to that of mobile cellular 
telephony networks. The basic premise is to create small areas called a visual cell. A 
visual cell can act as a totally self-sustained TeleReality environment. The visual cell 
model is defined as 'A limited space containing an image capturing device, where the 
space contains interactive real/virtual objects. Visual cells can be combined in a matrix 
to form one space that can be navigated and interacted with' 

This definition maps the multisphere model described in section 5.3.1 on top of the 
partition system so that each partition corresponds to one immediate area sphere. The 
model also contains all of the TeleReality constructs identified in Section 4.3 and the 
impact they are described individually in the following sections.. 

8.1.1  Environment Model 

The environment model construct is implemented as a 2D/3D dynamic system that is 
based on visual information received from the environment sensors, i.e., video footage. 
The environment model then streams the visual scenery to the end user. The model is 
created by grouping cameras (environment sensors) into different visual cells, which is 
the equivalent of a partition in the world system. To create a larger area, visual cells are 
connected to each other into a lattice type structure in the environment model. The model 
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then consists of a large number of visual cells that are combined together to offer a 
seamless environment to the users. Different techniques are used to perform handover, 
but teleport and location based handover methods are the easiest to produce. This is 
because the initial systems are likely to be 2D systems, with highly fixed camera paths. 
The location system is based on a GPS/symbolic address system, with each visual cell 
assigned a unique IP-address and port number. Portals point to the next cell address that 
the current cell is connected to.  

Artefacts in the environment model must be obtained from the various actors within 
the environment. These artefacts are organised geographically within the environment 
model and is based on the multisphere model. Artefacts located in the immediate local 
area sphere are owned by individual visual cells. The system also provides a more general 
set of artefacts that span a number of cells. These include all general artefacts and 
migrating artefacts.  

During the cell handover, it is important that not only is a continuous image 
maintained, but also that artefacts are handed over from one place to the next. That is, the 
challenge for a visual cell system is to ensure that the virtual proxy can move from one 
cell to another without losing visual information. During a cell handover, the virtual 
proxy must receive all of the information from the new cell, while discontinuing the 
artefacts from the last cell.  

8.1.2  Environment sensors 

The environment sensors consist of an array of fixed cameras arranged into cells, which 
record visual information that is then presented to the environment model for processing. 
The sophistication of the cameras can vary, but ideally stereoscopic cameras are used for 
3D image capture. The model can also supports depth information sensors which are 
embedded in the video frames.  

8.1.3  Security 

Security access to various artefacts is restricted by access rights to individual cells. Each 
artefact can also be given different access rights. The system can include access to 3rd 
party authentication and certification artefacts.  

8.1.4  MR Environment 

The MR environment obtains the video streaming information it needs by querying the 
environment model with its position and orientation. Based on this information, it 



136 

receives a video stream as well as a list of artefacts and their position. These are then 
rendered, in addition to artefacts from the users own personal user sphere, for the user‘s 
viewing and interaction. 

8.1.5  Information storage 

The information storage holds the users own artefacts, as well as any information they 
receive as a consequence of interaction. Other models may support the use of information 
stored across a wide selection of devices, and perhaps these devices can offer parallel 
services to the user. However, the minimum requirement is that there be one information 
source to support the system and this particular model represents only one device holding 
that information. 

8.1.6  Communication elements 

The communication elements are a combination of fixed networks, primarily 
Ethernet/Internet systems, plus ad-hoc technologies such as Bluetooth. In the system 
then, the AR actor connects to the system using an ad-hoc connection, while the 
TeleReality actor uses the cells ad-hoc communication basestation to talk to the AR user. 
This basestation acts as the communication element for the virtual proxy during all 
interaction and communication carried out by the remote TeleReality actor while in that 
cell. The ad-hoc radio element that represents the system in the visual cell must be able to 
cover the same area that the camera system covers. What this means, is that in the visual 
cell system, there is one radio connection point for each partition. This is not necessarily 
so for other models where one radio link could cover many partitions or one partition 
may have many radio elements. In practice, every actor in the visual cell model will 
utilise an ad-hoc network to connect and communicate with the system. The connection 
itself is still based on a single autonomous link, with no guest users allowed on that 
person’s network. This is an arbitrary restriction on the system. The other effect of this is 
to say that a person may not connect to the system by making a connection to a radio 
element in a visual cell they do not inhabit.  

8.2  Visual Cell System architecture 

The visual cell system architecture consists of a number of integral components. These 
components are shown in figure 46. Figure 46 shows a two visual cell system, each 
containing a VC base station. Each room is considered to be a visual cell and they are 
independent of each other. The VC server is responsible for combining both cells into a 
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larger navigable space. The service database keeps a list of all of the artefacts available 
within the system. Copies of these artefacts are sent to each base station when needed. 
The TeleReality user connects to the system by using an external network to access the 
gateway and hence the system. The TeleReality user is represented in the system by a 
virtual avatar. The AR user communicates directly with the VC base station using a short 
range radio link. Objects in the room that also contain interactive artefacts, register with 
the system, also through a short range radio link. A more detailed description of the 
system components follows. 

8.2.1  VC Base Station 

The basic element in these visual cells is a VC base station. Each visual cell has a single 
base station. The VC base station acts as the main control point for the cell. The base 
station manages the image capturing devices responsible for capturing the visual 
information from the room and transferring that image information to any remote users. 
As discussed in Chapter 5, the form the image capturing device can take may vary, from a 
single camera to a complex sea of cameras system. These images are processed into a 
visual scenery object and they undergo a compression algorithm and encryption before 
been sent to the remote user.  

 

Fig. 46. A visual cell system with two cells, a visiting TeleReality avatar, an AR user, and a 
virtual object representing a printer 

The VC base station also acts as an ad-hoc network node and hence contains a radio 
transmitter/receiver. By acting as an ad-hoc network node, the VC base station can form 
connections with other elements in an ad-hoc network. This ad-hoc network forms the 
basic communication means by which artefacts can be discovered and transactions 
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performed. The VC base station also contains a communication link, usually in the form 
of a high speed data link, to other elements in the visual cell system and externally to the 
remote user. The VC Base station acts in many ways as an agent for the remote user. The 
remote user does not have a direct ad-hoc network connection to other members of the 
environment, but rather the VC base station acts as this ad-hoc node. 

The other function of the VC base station is to act as a point of access to artefacts 
outside the individual cell. It is through the base station, that real actors may access local 
area artefacts, i.e., artefacts that do not specifically belong to a single visual cell but to the 
whole area. 
The VC basestation also allows access to trusted 3rd party certification authorities. The 
base station then can have multiple roles as a central co-ordinating point for the system. 
Each base station is given a unique address, which is used to identify its location and 
position within the system and the world. 

8.2.2  Visual Cell server 

The visual cell server has a number of functions. The chief purpose of the VC Server is to 
act as the central point for ensuring co-ordination and communication between multiple 
visual cells. This is most significant when one actor within the system, e.g., a TeleReality, 
AR or cyber actor, moves from one visual cell to another.  

When the TeleReality actor moves from one cell to another, the server must first detect 
the need for the transition. Once the VC Server has determined that a cell transition is 
needed, it executes a handover between cells. Depending upon the sophistication of the 
system, the visual information from the new cell must be communicated to the 
TeleReality user. The more sophisticated the visual processing of the system is, the more 
smoothly this process is. Ideally, the user should be unaware that any change of area has 
occurred, but this is not easily achieved within the visual field. Second, the remote user 
must be assigned to the new communication network node represented by the new visual 
cell base station and the old network information should be closed. The third action is 
that, in conjunction with the services database, access to the old artefacts from the old 
visual cell should be removed and a new list of available artefacts from the new list 
should be established. 

For AR users of the system, there is little need to worry about image transfer, but it 
will be necessary to remove old artefacts and perform a new artefacts discovery 
procedure to find out what new artefacts are available. Hence, the server still needs to 
enact handover, but only on the artefacts and communication levels for the real user. Of 
course, if a communication link had been established to a remote user in the previous 
cell, this is also lost as well as the visual avatar. The final act is to update other 
participants of the new status of the user within the system. 

Occasionally artefacts move from one cell to another. In this case the behaviour is 
similar to that of the AR user, its old artefacts connections need to be removed and new 
artefacts acquired. The link to the network through the new VC base station is also 
changed. 
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8.2.3  Service database 

The service database operates in conjunction with the visual server. It contains a record of 
each artefact that exists in the system. The record for each artefact contains information 
about which cells each artefact is found in, as well as access and security rights. The 
service database also contains, in conjunction with the VC server and base station, the 
process by which users discover new artefacts. Various Service Discovery Protocols 
(SDP) are in existence and can be used with the VC system, e.g., Jini, Bluetooth SDP 
(Avancha et al. 2002). 

8.2.4  Gateway 

The gateway is the access point of the system to external users. The gateway acts as a go 
between and conduit point for all of the information, visual, audio and artefacts orientated 
to and from the external user. The gateway is also the first point of security in the system, 
acting as a firewall, only permitting authorised external people to initiate access to the 
system. The gateway can also act to limit the exporting of unauthorised information from 
the system, to ensure that sensitive information or artefacts are not being stolen or used. 

8.3  Location of constructs within visual cell architecture 

Figure 46 shows the system architecture for the visual cell model but does not make clear 
where the constructs are located in the visual cell model, so to avoid potential confusion, 
the general relation of the constructs to the architecture in this particular model needs to 
be explained. Figure 47 shows how the main virtual proxy constructs are mapped to the 
different nodes in the visual cell. The VC model is used to primarily describe the support 
of the virtual proxy and hence the internal implementation of constructs for the 
TeleReality, AR and cyber actors is not covered here.  

The cameras in each room operate as the environment sensors, providing information 
to the VC server. The VC server, using the sensor information from the basestation, and 
the service database operate together to build the environment model. The environment 
sensors are not responsible for locating artefacts from the various actors, these are 
communicated directly to the server and service database by ad-hoc radio elements, i.e., 
the various actor and proxy communication elements. The TeleReality user receives the 
information locally and renders the MR environment for viewing with a HMD. The proxy 
CE is divided in functionality between the VC Basestation and the gateway, with the 
gateway providing a continuous link to the TeleReality actor and the VC basestation 
providing local radio communication to the AR actors present. A more detailed 
breakdown of the construct components and how they are realised in this model is shown 
in table 13. 
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Fig. 47. Mapping of Virtual Proxy constructs to the Visual Cell architecture. The model does 
not include the different actors. Environment sensors are handled by the VC basestation, as is 
the proxy CE. Environment model is constructed in the VC server by utilising information 
from the service database and sensors. Proxy CE is split between the gateway and the radio 
connection in the VC basestation. 

Table 13. Shows the list of constructs used in the visual cell system and the options taken. 

TeleReality Construct components Proposed Solutions 
Visual Scenery  Rectangular Video 
Visual Object 3D Graphical objects - Java3D/OpenGL 
Presentation 2D (3D systems not available yet) 
World Structure Dynamic 
Partition Visual Cells 
Portal 3D artefact 
Handover Forward movement, Portal interaction 
Location System Symbolic-geographical (IP-address, port no and GPS). 
Transactions Gestures, keyboard input, TCP/IP, Bluetooth  
Artefacts Applications, migration and replication supported 
Personal User Sphere AR/TeleReality actor 
Immediate Area Sphere Visual Cell Basestation 
Local area sphere Visual Cell Server 
Global network sphere Internet, World Wide Web. 
Trust Contracts Personal 
Awareness Total 
Control Called AR actor  
Access Varied 
Integrity 3rd part certification 
Ad-hoc security Bluetooth security, WEP 
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8.4  Summary 

This chapter introduced an example of a model using TeleReality constructs called the 
Visual Cell system. The visual cell system primarily focuses on the virtual proxy element, 
as the actors are established by the use of AR constructs. The visual cell model is made 
up of a group of visual cells, that are equivalent to partitions, and these are connected 
together. The main architectural components include the VC base station, which is 
responsible for capturing information in the environment, as well as acting as an ad-hoc 
proxy element to the environment, and for the TeleReality actor. The VC Service database 
contains the details of all of the artefacts in use in the system. The VC server is 
responsible for linking all of the visual cells together to support handover and the 
organisation of artefacts in the multisphere model structure. The gateway acts as the 
communication element that connects the VC Server to the remote TeleReality user. 
These architectural components are mapped in some ways to the TeleReality constructs. 
The VC Basestation maps to the environment sensors. The virtual proxy CE can be found 
in two places, the gateway and VC Basestation, as it needs both to complete the 
communication link to the AR actors. The VC Server, in conjunction with the VC Service 
database, work together to build the environment model. A description of how the 
construct components are implemented is provided in table 13. 



9 Construct Evaluation through experiment 

This chapter evaluates the constructs proposed for a TeleReality system by describing the 
results of two experimental prototype systems used to enhance telepresence. The 
constructs represent essential components that are needed for these systems. The 
evaluation will also describe the logical identification of the constructs and their 
cohesiveness.  

The evaluation of the proposed constructs underwent two iterations, as described in 
the research method, figure 2. The first prototype implemented what is called the ‘Mobile 
VR Meeting’ (Hickey 1999). This implementation examined the early constructs of an 
enhanced telepresence system, and lacked a number of key constructs. Based on these 
results, an iteration was performed and a second prototype called the ‘Visual Cell Model’ 
(Hickey et al. 2000) was proposed and which uses the constructs outlined in this thesis. A 
partial implementation of this VC model was built, but did not include support for an AR 
actor or security. The effects of the constructs on these systems are evaluated. 

9.1  The Mobile VR meeting Experiment 

It was anticipated that third generation Mobile phone systems, such as UMTS (Munro et 
al. 1998), would offer data bandwidths of up to 2 Mb/s for indoor and 384 kb/s for 
outdoors networks (Berruto et al. 1998). This compared favourably to existing GSM 
Phase 2+ systems, such as General Packet Radio Service (GPRS), which offer in theory 
170 kb/s (Brasche & Walke 1997). The increased bandwidth meant that there was the 
possibility of realising heavy data downloading from the Internet, as well as support for 
good quality video. Research interest started to focus on the possibility of applying VR 
technologies to mobile systems. There were a number of reasons for expecting that VR 
technologies, primarily AR based, could be used with mobile phone systems. First, it was 
expected that HMDs the size of sunglasses could be available in the early part of the 21st 
century (MacIntyre & Feiner 1996, Starner et al. 1997). The availability of such devices 
shown in Figure 48, would be the key enabling technology for VR mobile services, and 
work commenced on developing the technological know how and determining what kind 
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of services, interfaces and additional requirements would be required in projects such as 
CyPhone (Pulli et al. 1998). The second reason why such HMD’s would be of major 
importance to the mobile sector is the thorny question of the problem that is mainly 
known as the small user interface problem (Kuutti 1999). With 2nd generation phones, the 
design criteria focused on building the smallest phone possible, with the longest talk-time 
possible. The advent of the Internet boom and 3G services with their high multimedia 
content requirements have changed that paradigm. What was needed now, were larger 
screens to showcase these new data services, while still keeping the device as small as 
possible. HMD’s could potentially erase this problem by separating the display from the 
device, giving a larger display resolution than is possible with smaller phones. The 
essential premise is that small lightweight HMD’s have the potential to revolutionise the 
mobile communication industry.  

  
 
  (a)      (b) 

Fig. 48. (a) An example of a CyPhone with stereoscopic display. (b) A proposed future version 
of the CyPhone with support for a HMD. 
The PAULA project intended to study and anticipate the consequences of this change 
(PAULA 2003). One part focused on the effect of the user in his local environment using 
AR, while the other part focused on the mobile user in a remote location, using 
telepresence. The author concluded at an early stage that to support a sense of presence in 
the remote environment for the mobile user, one would have to provide him with a 
freedom of view, i.e., the ability to explore or navigate the remote environment. The 
author also wanted a multi-user system, and the greatest limitation to this was the nature 
of the physical proxy itself. This experiment then tested out the importance of being able 
to view multiple viewpoints with a remote environment and what were the consequences 
on behaviour and the requirements for the needed technologies. 

9.1.1  Experimental Rationale  

The rationale of this experiment was to examine the possible use of VR technology for a 
mobile user who wishes to take part in a meeting that is been held at a different location. 
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The concept is based on a mobile user who is in transit from one place to another. During 
this time, he is expected to take part in a meeting at another location. The normal method, 
by which this would happen, is for the mobile user to establish a phone conference, with 
the mobile user’s presence being restricted to a voice only connection. Assuming that 
future mobile users may have the use of a HMD, it is conceivable that the mobile user 
could take part in this meeting by establishing a one way videoconferencing connection.  

This experiment led to the first attempt to create a virtual proxy. To create a virtual 
proxy effect, an omni directional camera was introduced as the camera in the meeting 
room. An omni directional camera takes a 360 degree panoramic view of the surrounding 
area. Special software is then utilised to convert that image into a perspective image. By 
attaching a head tracking system to the mobile user, the software could determine the 
viewing perspective of the mobile user and calculate a new perspective image each time 
the head moved. This would create the effect of been able to look around the room as one 
moved ones head, providing the user with a limited ability to navigate the environment. 
This should help to increase the sense of presence within the environment. The additional 
advantage of this system is that the same panoramic image is sent to multiple mobile 
users taking part, and each mobile user calculates the appropriate perspective image 
based on their state within the system. The purpose of the experiment then was to test out 
these theories to see what problems would arise and how beneficial the system might be. 
 

Fig. 49. Experimental Mobile Meeting set-up. 

9.1.2  System set-up 

The test was carried out within the University of Oulu, Computer Engineering laboratory 
and the set-up is shown in figure 49. The mobile phone user was located within one 
room, while the other participants in the project were located in a separate room. The 
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rooms were some 20 meters apart and the room doors were closed to prevent any sound 
or visual cross pollution. The omni-directional camera was placed in the meeting room. It 
was located on the meeting table, at the edge of the table, to best try and simulate the 
position that someone would take if they were sitting around a table. The omni-
directional camera was a CycloVision ParaCamera which is connected to a Matrox 
Meteor II frame grabber that continuously captures a constant stream of video images. 
The CycloVision ParaCamera shown in figure 50(a), is comprised of the Panasonic 
colour digital camera GP-KR222 and an optical system comprising of special lens and a 
parabolic mirror that captures a 360-degree view of the surrounding area, as shown in 
figure 50(b). The Field of View of the ParaCamera is 360 degrees horizontally and 180 
degrees vertically. This captured image is called an ‘obstructed image’, as the image is 
partially obstructed by the camera itself and the metal holding the mirror. Each recorded 
image is called a ParaFrame and shows the entire 360-degree in one frame. This is 
difficult to interpret with the normal eye.  

Additional software is required to convert the ParaFrame into a normal perspective 
view. This perspective view has a narrower FOV, more appropriate for a normal camera 
system, in this case 60 degrees horizontally. To change the perspective image, sensory 
information from the Polhemus tracker or mouse is used. CycloVision provides 
ParaPlayer software to convert the 360-degree video stream into a perspective frame. 
However this software did not suit our purposes, as it did not support a full screen mode, 
which is essential for use with the HMD. Therefore new proprietary software was 
developed to perform the perspective transforms in full screen mode. One side effect of 
converting the images to full screen mode is that it has a degrading effect on the image 
resolution.  

The communication link was a 10 Mb/s Ethernet link. The communication software 
was written in C++ and used the UDP protocol stack for data transmission. The 
panoramic-to-perspective algorithm in the mobile user's computer was written in C for 
faster performance. A voice connection was established over a normal phone line using a 
meeting phone system in the meeting room. There was no data compression algorithms 
used over the transmission lines, which severely affected the data rate of the system. 

The mobile user was given a Sony Glasstron HMD, with a screen resolution of 
640*480 and supports a RGB colour scheme. The HMD was connected to a computer. A 
Polhemus tracker is used to monitor the users exact head position. The head position co-
ordinates are transmitted to the computer where they are used to calculate the perspective 
view displayed on the HMD. 
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 (a)     (b) 

 
(c)      (d) 

Fig. 50. (a) ParaCamera (b) 360 Degree ParaFrame (c) Meeting room with ParaCamera in 
the table corner, (d) Remote participant with HMD and Polhemus Tracker. 
There were 2-5 people located in the meeting room shown in figure 50(c). The meeting 
room itself was quite small. The mobile user was asked to stand for the experiment and 
unable to move around as shown in figure 50(d). This lack of movement was a necessary 
constraint due to the short range of the Polhemus tracking system and also due to the 
cables attached from the HMD to the computer. The meeting lasted for 3-4 hours. 
Different meeting attendants switched places with the mobile user in order to develop and 
contribute opinions on the system.  

The ParaCamera was placed on the corner of the table. Originally it had been intended 
to invert the camera and suspend it from the ceiling, i.e., with the parabolic lens facing 
the floor. However, finding the optimal height to suspend the camera was problematic. 
The optimal distance for viewing participants sitting down had the side effect of cutting 
off their bodies if they stood up. Manually changing the height was not considered a good 
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option, as it would necessitate constant fidgeting with the camera position. Consequently, 
the camera was placed with the parabolic lens lying on the table as shown in figure 50(c). 
The camera has the effect of being the spatial representation of the mobile user in the 
meeting room. Initially, it had been intended to place it in the centre of the table, but to 
provide a more natural feeling, it now approximates the position a person would take 
were they physically present at the meeting. 

9.1.3  Experiment Results 

The intent of this experiment was to examine a multi-user telepresence system supporting 
presence. The focus then was to see how the remote users reacted when using the system. 
Each person who tried the system liked the ability to look around the remote world 
location. The concept was not alien to them, and they used the system as was expected. 
When a person in the meeting room was talking, the remote user turned to look in their 
direction, when a different person spoke, the remote user usually looked towards them. 
When people in the meeting room were talking to the remote user, they addressed the 
video camera system. It was not determined if this was also affected by the closeness of 
the phone system to the camera. However, a number of problems arose that reduced the 
experience. These can be categorised into two separate problems, the first relating to 
technical limitations of the experiment, the second related to the expected feeling of 
presence. 

9.1.3.1  Technical Issues 

Video quality: The quality of the video feed to the mobile user was slow and the video 
resolution was poor. The main reason for this is that a very large video image was used, 
640*480 RGB. Therefore each frame was 7.3724 Mb’s in size, so over a 10Mb/s LAN 
connection we should get about 1 frame per second. Added into this factor, is that an 
Ethernet connection is not usually operating at 100% capacity, more like 60-70%. Hence 
there were usually only 35-40 frame updates per minute, rather than the preferred 25-30 
frames per second. Video compression would have assisted in this task greatly, however 
none was implemented as part of this experiment. This low framerate detracted from the 
user’s experience. This was noticed less when the remote user looked in one direction for 
considerable periods of time, but the induced latency effect from the slow framerate was 
distracting when they changed their head position quickly. 

The second issue was that the video resolution was also a problem. The image 
captured by the omni directional video camera was a 360-degree video image at 
resolution 640*480 with RGB colour scheme. The video image shown to the mobile user 
was at the same resolution, 640*480 with RGB colour scheme. This was a key 
requirement that the image shown to the user was in full screen mode for immersion 
reasons. In practice, the panoramic-to-perspective conversion software could only use a 
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subset of the panoramic image to generate the perspective. For the FOV of 60 degrees 
used, that was approximately one sixth of the panoramic image or 67,000 pixels. With 
these 67,000 pixels, the conversion software filled out the pixels by extrapolating 
information to give a perspective image of 640*480 resolution image. The effect, 
however was to seriously blur the actual visual data. In practice, beyond a distance of 
approximately 3 meters, it was quite impossible to distinguish between different people. 
Better images could have been achieved using lower resolutions for the perspective 
image, such as 320*240. However, it was felt that this would have been too small an 
image to try and give a sense of immersion to the user. The other alternative would be to 
increase the resolution at the panoramic camera side, but 640 * 480 is the max resolution 
of the Panasonic GP-KR222. 

Therefore, the poor performance of the video stream in terms of framerate and 
resolution quality, was then the most significant factor that subtracted from the subjective 
sense of presence for the mobile user. 

Lighting. No consideration was given to the effect of lighting prior to the experiment 
and the effect of the oversight was to become apparent quite quickly. To the right side of 
the room in relation to the camera, there was a window through which the sun was 
shining directly. While the mobile user was looking in the other direction, there was no 
problem. Once, however, they looked to the person to their right and towards the 
sunlight, the image became too bright and they could not distinguish anything. The 
reason for this is that the light distribution through out the room was uneven. The type of 
parabolic reflective surface used on the camera set-up made this worse. The light fell with 
far greater intensity on one part of the camera, while other parts were less intense due to 
the curvature of the reflective surface. The only means available to rectify this situation 
was to close all of the curtains, and relying only on the room’s light source. 

9.1.3.2  Usability and Presence 

Audio: The camera system used in the experiment was an omni-directional camera 
providing the mobile user with a 360-degree view of the room. The mobile user made use 
of that ability to the maximum when conversing with the participants. As each person 
around the meeting room talked, the mobile user usually turned to look at who was 
currently talking. The system however did not have a 3D sound system. This meant that 
the users had to try and determine who was speaking before they could look at the person 
speaking. This was not helped by the poor video quality, both resolution and framerate, 
which meant that the mobile users could not properly determine who was speaking by 
their lip movements. In many cases, the mobile user relied on their own voice 
recognition, i.e., they were able to associate a voice with a person, and knowing where 
they were sitting, they could then turn to look at them. In cases were the person did not 
recognise a strange voice, it was quite difficult to know who to look at. This confusion 
was quite disorientating to the mobile user, who struggled to quickly determine who to 
look at. A 3D sound system should be used in conjunction with the video system in order 
to increase the sense of presence and mitigate the mobile user’s confusion. 



149 

Gaze Awareness: Despite the attempt to create a virtual proxy, there were still strong 
limits on the user’s perspective as a result of the omni-directional camera system. One 
quite telling incident during the experiment concerned the placement of the video camera. 
The mobile user was in a standing position, yet the position of the camera within the 
room was placed at table level. The horizontal view of the mobile user was then at a table 
level height. The other user’s horizontal eye level was somewhat higher than this level. 
The result was that the mobile user felt that he was looking up at the other participants. In 
other words, the eye to eye level contact was necessary for a feeling of communication, 
equality and respect with the other participants. This is in line with research carried out 
by others such as (Okada et al. 1994). For this reason, the camera position had to be 
raised by some cm’s (using books as shown in figure 50(c)) to provide a sufficient eye 
level contact for the mobile user.  

The fact that the position in the remote room (sitting) contrasted with the standing 
position of the mobile user did not raise any questions. It seems the mobile user accepted 
his position as shown to him, even though it contradicted his actual position in reality. It 
was only when some restrictions to the users sense of equality was challenged that the 
user demanded equality of view and a change of camera position.  

The lack of a two way video feed can sometimes cause problems for the people 
located in the meeting room. At one point during the meeting, a passerby saw the mobile 
user with the HMD and came over to talk to him. The mobile user started to show the 
device to the passer by and in doing so, removed his presence from the meeting room. 
The people in the meeting room tried to talk to the mobile user, still believing that he was 
taking part in the meeting, to no avail. If the people in the meeting room had some 
knowledge of the mobile user’s state either by video or verbal cues, they would not have 
wasted time trying to communicate with the mobile user. 

Interaction: The meeting itself was conducted in an informal manner and simply 
discussed different ideas, mainly pertaining to the experiment in hand and related 
research factors. At one point, the remote user asked for the email address of a person in 
the meeting room. As the person in the meeting room was foreign, the mobile user was 
not sure how to spell that person’s name. At this request, the person in the meeting room 
wrote down his email address and showed it to the camera. The mobile user could barely 
decipher it due to the poor quality of the video, so the text had to be made larger.  

This little incident highlighted the fact that in the meeting set-up we had factored in 
two mediums for interaction, voice and visual. What had not been factored in was the 
need during the meeting for passing around information other than voice or visual 
display. There was little to no capability to exchange information within the context of 
the system. In contrast to CVE’s where all of the data artefacts used are freely available 
and exchanged with other participants, no such facility was available within the context 
of our meeting room experiment. To do so, one would have had to use an external means 
of communication in parallel to the video and voice connection. There simply is no 
means for someone to pass around objects such as slides to a person who is not physically 
present. It is then noticeable that our system was severely found wanting for any 
interaction that did not involve either voice or visual. 
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9.1.4  Discussion of Experimental Impact 

This experiment was conducted at an early stage (Spring, 1999) of the development of 
the TeleReality constructs. At this point, it was expected that a virtual proxy that 
supported multiple perspectives would contribute to a feeling of presence. That this was 
achieved while supporting a multi-user system was one accomplishment.  

 

       (a)      (b) 

Fig. 51. a) The virtual proxy can be used by many telepresence users. b) The constructs for 
this system are shown. The system already makes use of environment sensors and a MR 
environment 

The constructs that made up this experiment are shown in figure 51. In figure 51(a) the 
multi-valued role of the user and proxy (in this case the omni-directional camera) are 
shown. Figure 51(b) shows the overall constructs. There are two important points about 
the constructs in this system. First, there is the introduction of the environment model. 
This is located with the TeleReality user here because it is here that the user calculates the 
correct perspective that is shown to the sensor display construct (in this case the HMD). 
This works well for this case, as the environment sensor has only a single camera which 
broadcasts the same video to everyone. The second thing which makes this case different 
from other telepresence systems is that there are no sensors which have a direct logical 
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connection to the sensor display constructs. The information that comes from the remote 
environment cannot be directly sent to the users display as it will make no coherent sense. 
The user sensory feedback only comes after processing through the environment model. 

Another point that should be made is in regards to the absence of actuator related 
constructs. Had our system contained a non-omnidirectional camera, but one whose 
orientation could be controlled, e.g., pan/tilt/zoom, then only one person could use the 
system at anytime and this would effectively take one of the most important aspects of a 
telepresence system as set out by Sheridan and others, the ability for multiple users to 
exert control and work in the remote environment.  

It was anticipated that gaze awareness would be an important factor in supporting 
presence, although the degree of importance was not fully realized. The consequence of 
gaze awareness was to realize that, while the tested system provided a multi-user system 
with some freedom of view, that this perspective was still severely restricted by the single 
camera, i.e., the user could not ‘stand up’, ‘sit down’ or move around. This complexity 
was even worse if one considered using a physical proxy like a robot, which would mean 
having a rather large device that could not be controlled by more than one user. The focus 
then was to examine how one could have a greater ability to navigate the remote 
environment without the need for a robot.  

The importance of interaction had not been fully considered when the experiment was 
undertaken. However, the importance of interaction became noticeable during the 
experiment and further research showed that other researchers in other fields considered 
it to be not only essential for a system to be useful, but also an integral part of supporting 
immersion (Zahorik & Jenison 1998). The implementation of interaction would have 
meant two things, having a common framework where the remote user and those present 
in the environment could use to work together, i.e., support a collaborative work 
environment. This presents a problem in how do they communicate. The solution was 
that the users in the environment should have AR equipment and ad-hoc network 
elements to connect them to the fixed network and from here, a common interactive 
environment using synthetic objects can be formed with the remote user. With the 
HMD’s, all of the users could see and share a common set of information represented by 
synthetic objects. 

The anticipated introduction of this camera system and ad-hoc network technology 
meant having to deal with problems brought about by the fear of a big brother system, 
and the inherent security risks associated with ad-hoc networks. 

Taken all of these factors into account, it started to appear that what was evolving was 
something different, something that was not currently implemented as part of 
telepresence systems and contained many differences. This experiment helped confirm 
that new building blocks would have to be proposed and studied. 

9.2  Evaluating the Visual Cell system 

The visual cell system was the next version of the mobile VR meeting experiment. The 
visual cell system was developed as a model of a TeleReality system, in order to test out 



152 

some basic ideas about the constructs. It is identical to the construct chart shown in figure 
23, although the security/privacy constructs were added in much later. It differs from the 
mobile VR meeting room experiment in that it supports limited interaction and supports 
the ability for the virtual proxy to move from one room to another by using a system of 
fixed cameras. 

The visual cell model described in chapter 8 was partly implemented at the University 
of Oulu as part of the PAULA project, which ran between the years 1998-2001 (PAULA 
2003). Many of the core elements for a TeleReality system were not satisfactory or 
technologically available. With these restrictions in mind, a simple TeleReality system 
was implemented to test out the basic constructs. The purpose of this system was to try 
and determine the logical structure of the constructs and their cohesiveness with each 
other. This experimental system then concentrated on software architecture, the 
environment model (simple cell handovers, artefacts provision), the MR Environment 
constructs (user interface for the system) and the cyber actor. As no proper ad-hoc 
network was available, a wireless LAN was used to hold some artefacts. 

9.2.1  Visual Cell Implementation 

A simple two-cell system was constructed and the configuration was as shown in figure 
46. The software architecture for the system is shown in figure 52. The system is scalable 
and extra cells can be added if necessary. The VC server and one base station are 
combined into one computer, a Pentium 1.4 GHz. Also the remote user’s client 
application was merged with the VC server software for reasons of convenience during 
development, although they can be easily separated. The entire system operated within a 
single network, and the software could operate from any node within the network. 
Communication between components was managed by using TCP/IP port connections. 
The second base station used a Pentium 400 MHz computer and only contained the basic 
image capturing device software. The artefact’s database resided in a 3rd computer, which 
was accessed by the client software. 

Camera system Sophisticated image capturing systems were not used in this project. 
Implementing a real time sophisticated camera system would have taken a good deal of 
resources. A single camera system per base station was used instead. Each camera had 
controlling software. A Matrox Meteor II Frame grabber captured the images. Each 
captured image was a 640*480 RGB image. The image was sent whole to the central 
server. A video codec would have been useful for sending the images but none were 
implemented. The cameras used were Panasonic GP-KR222's. These could be configured 
into 2 versions, one presenting a perspective with a FOV of 60 degrees, and the other as 
an omni directional camera with a FOV of 360 degrees. In the omni directional mode, the 
client uses a Polhemus tracker to discern the orientation of the user head and a new 
perspective image is calculated before it is rendered to the client user. The panoramic 
mode provides a greater flexibility of view at reduced image quality over distance. The 
perspective image gives a sharper image but at the expense of a narrower FOV.  
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Fig. 52. The software component model for the visual cell system. 
The base station software was written in C, which controls the interface to the Matrox 
Meteor card, while the rest of the software was written in Java/Java3D. 

9.2.1.1  VCserver software 

The visual cell server manages the network and it determines when a handover is 
required for users. When the user initiates a forward movement, this is detected by the 
VC Server and the correct handover to the new cell is initiated. This means that the video 
feed from the old cell is discontinued and the remote user is provided with the video feed 
from the new cell. The VC server also works in conjunction with the artefacts database 
management software to determine the new artefacts that are available to the user and 
what old artefacts are discontinued. The code for the VC server is written in Java. 

The service database contains two parts, the database itself, which uses MySQL, and 
software to manage the artefacts. The service management software keeps a track of the 
location of each artefact and provides a list of all available artefacts to a remote user 
based on their location. The Management software offers an interface to the database and 
also to the VC server. If necessary, user artefacts can be registered and removed from 
here also. The management software is written in C. 

The user interface software is written in Java and Java3D. It offers the front end to the 
system, and is responsible for connecting the user to the server, displaying the video 
images and artefacts to the user. The type of interface that is generated is shown in figure 
53. The user has two options to move between cells, to press the up-arrow key on a 
keyboard to indicate forward movement, which will cause a cell handover in the server. 
In the fixed camera perspective set-up, this means that only one possible inter-cell 
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handover occurs. The camera itself points to the next cell. In an omni camera set-up, 
multiple cell handovers can exist, depending upon the user perspective. 

The other means to enact handover is to use a teleport option. By selecting an 
interactive object displayed to the user in a cell, the user is transported to the next cell 
that is connected to the current room. In the perspective camera set-up, this system 
enables many handover objects to different cells to be included in the system.  

The interaction system is based on a simple cycle/select scheme, which is similar to 
the alt-tab action on windows. In a cycle/select scheme, a list of all of the artefacts 
available to the user is obtained from the artefacts database. By pressing a button on their 
interface design the user can move from one object to the next until they have the 
artefacts they desire. Then selecting this object causes the artefacts to launch a more 
detailed interface for interaction with that application. The reason for using a cycle/select 
scheme is that it does not require the users to use a gesture based system (Zimmerman et 
al. 1987, Antoniac et al. 2002). Gesture based systems have problems differentiating 
between objects that are partly occluded by other objects. Also, the cycle/select scheme is 
easier and simpler to implement.  

The interaction system made use of three artefacts objects, these were an information 
object, ‘I’ in each cell showing the owner of the room and any relevant information 
mentioned by them. A ‘door’ object was used to effect an action in the environment, 
which was to teleport to the next cell. The ‘@’ artefacts object was a message board, 
where the remote user could leave a message for the person who owned the room. These 
can be seen in figure 53. 
 

  
(a)      (b) 

Fig. 53. (a) A view from the visual cell with 3 synthetic Objects, the @ object is highlighted. 
(b) An application tied to the (i) spherical object is launched. 



155 

9.2.2  Discussion on the Visual Cell model  

The visual cell model had a similar problem to the VR meeting experiment in that it does 
not make use of a video codec. As a result it only had a transmitted framerate of 
approximately 20-30 frames per minute. There was no scope for collaborative actions by 
multiple TeleReality users, although it was planned for future actions. 
The cameras were then set up strategically for a 2D system. The use of a single 2D 
camera system meant that the direction of the camera basically became the equivalent to 
a path, users could only move along this path with no capability of looking around them. 

A main aspect of this implementation of the VC model was the application of the 
modified multisphere model for artefact distribution, the movement from one visual cell 
to another, the construction of the user interface and an increased knowledge of the 
requirements for the software architecture  

9.2.2.1  Software Architecture 

The principle difficulties in the software architecture arose when trying to implement the 
visual interface as seen by the virtual proxy for the mobile user. There were two choices 
for implementing the 3D artefacts, OpenGL and Java3D. Additionally, the software 
would also have to support a video streaming. As part of the software was already written 
in C, OpenGL was first examined as a possible solution. However, it became apparent 
that it was difficult to use OpenGL with video, as there was no inherent support for video. 
Then Java3D was examined as a possible solution and it was felt that video could be 
easily incorporated into a Java3D environment. This choice however had a serious 
consequence that was discovered later. When the Java3D scenegraph is compiled, no 
extra information can be added to the scenegraph (as of version JAVA 3D 1.2). Different 
nodes may be modified or changed, but no new nodes could be added.  

The consequence of this is that in a TeleReality system one is continuously 
downloading new graphical 3D objects from people who come and go from the system or 
when moving from one cell to another. These objects have to be rendered by the system, 
but these objects cannot be added to an existing executing Java3D scenegraph. This is not 
the case for OpenGL, where new nodes can be added in or deleted at any time. So, for 
Java3D, each possible interactive object that can be used by the system must be pre-
rendered and known before the system is started. While this could be managed for this 
project, it severely restricted some of the concepts that it was planned to do, mainly, 
examine the involvement of independent objects.  

  A second problem with using Java3D with the video object was the slow rendering 
rate. The video was rendered into a background object and this took a considerable 
degree of processing time to update one frame, adding to the problem of the slow 
framerate occurring due to the lack of a video codec. It had been attempted to texture 
map the images to create a 3D space before hand, but there was no support for updating 
or changing these texture maps once the program started executing. This is an 
improvement over OpenGL however, as it had no means for supporting video that I could 
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find, or even after consulting experts in the field. OpenGL simply was not designed with 
the use of video in mind. 

The other problem with the Java3D system was the performance. The system ran with 
a number of threads, e.g., one handling the communication, another handling the server 
or rendering. All of these threads consumed a great deal of resources and while all had 
equal priority, the system was sluggish. When priorities were changed, the system failed 
to work satisfactorily. Allocating higher priority to the rendering process caused all of the 
spinning virtual objects to slow down considerably and open up very slowly (which was a 
problem when trying to teleport to the next room). It also slowed downed the 
communication software, hence reducing the framerate further. Increasing priority to the 
communication system caused the other process to slow down so that the received images 
were rendered very slowly. Assigning priorities to the virtual objects also slowed down 
the communication and rendering actions. To improve the situation, an improved Java 
VM with better task handling would be needed, but was not implemented in this project. 
The consequence for this seems to be that any client software architecture and software 
for TeleReality users needs to have integral support for video and the additional 
downloading and running of 3D graphical objects. 

9.2.2.2  Interaction 

The second purpose of the environment was to test out the issues involved with 
interaction in the visual cell environment. Two aspects were explored, the user interface 
technique and the attitude of users to the virtual objects themselves. The user Interface 
used a cycle/select scheme to interact with three objects available within the 
environment. There were two reasons why a cycle/select scheme was taken over a 
gesture-based system. The first was limited resources available for the implementation of 
a gesture-based scheme. The second reason is that it is expected that the TeleReality and 
AR user will have a mobile phone as part of their BAN, and hence may use the interface 
paradigms familiar to mobile phone use’s i.e., cycle/select. The idea was that the user 
would wear an HMD and view a live video of the remote room and interact with the 
visual objects. Interaction would occur by using the cycle/select scheme with a keyboard 
or mouse. The idea being that the user would use their sense of touch to control the 
cycle/select buttons. 

The purpose was to see how natural it was for the user to interact with the 
environment, without looking at the keyboard/mouse. A limited usability test was carried 
out to determine the concept and generally, the subjects managed reasonably well on a 
short test, which would seem to indicate that it could be used, although some subjects 
said that they would have liked to use a gesture system instead.  

Other interesting points were that many of the subjects were quickly able to associate 
objects with expected actions. The one confusing object was the ‘@’ object, as no one 
understood what it meant until they tried it. Attaching textual explanations would have 
helped them. None of the users made a connection between the intended strategic 
placements of the objects in the environment. While the video image was 2D, the objects 
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inhabited a 3D space, and different objects were placed at different distances from the 
viewing plane. However, this was not noticeable to the users, as they had no way of 
knowing what the actual size of the objects should have been. Therefore there was no 
need to strategically place the objects in the environment. This may behave differently in 
a 3D-video environment. The benefit of this is that accurate registration may not be 
essential for many collaborative work tasks from the TeleReality user’s point of view, but 
it is likely that mutual gaze awareness would be. 

9.3  Discussion of VC model constructs 

The outcome of the VC implementation was to highlight a number of important points for 
the implementation of the system. It demonstrated the ability to connect two partitions 
together. It highlighted the problems in the software architecture that need to be 
overcome before a properly working system can be used. It also seems to highlight that 
strict registration as used by AR users is not necessary for TeleReality users, and that for 
many applications the strategic positioning of objects may not matter as much as the 
object itself. The organisations of the artefacts also seem satisfactory and are not a major 
obstacle to the system. Extra information on the nature of the UI was also gained. This 
indicated that there needs to be a limited number of objects in the space, even relatively 
small objects were responsible for significant occlusion in the environment.  

The constructs for this system also seem to be located in the most logical places. An 
issue could be made to locate the environment model in the TeleReality user’s plane as 
was the case with the VR meeting experiment. However the VR experiment meeting only 
used one camera, whereas this system uses more than one covering more than one 
partition, hence it is not logical to send all of the information to the remote user as most 
of it is redundant and it takes up bandwidth. A second reason is that different visual cell 
systems can have different image capturing devices. In our system, one had an omni 
directional camera and a normal camera. The omni directional camera would have 
required image proceeding software that the TeleReality user would need to have. 
Therefore the TeleReality user would need to know information about the camera system 
used in the remote place and have the appropriate software. The more systems you have 
with different camera configurations, the more intelligence and resources the user would 
need to possess. The position of the environment model in the remote environment on the 
other hand would be responsible for the environment processing and only provide the 
user with a video stream. The issue here is one of transferring the processing power to the 
infrastructure and not onto the users processing devices. Even at its simplest, which is the 
case in this experimental model, the environmental model must make basic decisions 
about which images from which camera should be sent to the remote user. Giving all of 
this information to the client side would pose a security risk, as well as being a strain on 
bandwidth and computer resources. An additional reason for having the environmental 
model located in the virtual proxy, is that it ensures that everyone has access to a 
common source, otherwise if others had this in their clients, they may be viewing slightly 
different views than what others are seeing because of differences in processing power, 
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latency etc. Another reason for the environmental model here is that it can have cyber 
actors that offer services covering a number of visual cells, i.e., the local area sphere in 
the multisphere model. If it did not exist, then the cyber actor would be responsible for 
establishing communication to all of the basestations in the visual cell. To summarise 
then, the reason for moving the environment model to the virtual proxy is one of 
management, brought about by the additional cameras, the need to cover larger spaces 
and additional cyber and AR actors. 

The MR environment construct is an additional construct located in the TeleReality 
actor side. The need for this is different than the environment model construct, as it must 
construct an interface to the remote world by mixing received video and sound with 
synthetic objects that it owns or obtains from the remote environment. This is a standard 
construct from AR systems and has more of a transformational role than a decision 
making role. 

The information storage construct is added here as it provides information on the 
artefacts that will form the basis of interaction. This information is represented by 
synthetic objects and is linked to applications and data sources. These are not often a part 
of traditional telepresence systems as those systems were usually designed with the aim 
of doing physical tasks, whereas for collaborative work, the TeleReality system focuses 
also on information processing, although it can also be used to take control of individual 
devices that have actuators. This construct is valuable also for AR users, and one should 
keep in mind that a person can be a TeleReality user in one case, and an AR user later if 
someone enters their current real world space. Therefore, the more similarities there are 
in constructs between AR actors and TeleReality actors, the better. 

AR actors were not included in this experiment, but cyber actors were. One difference 
from the construct model shown in figure 26(b) was that they did not have a separate 
Communication element but were a component in the system. The cyber actors were 
component independent (in java) and could have been connected to the system by a 
wireless communication element or TCP/IP connection without any problems for the 
system. 

9.4  Evaluation of Constructs components 

The TeleReality constructs are evaluated based on their importance as building blocks for 
a TeleReality model and implementation. Table 14 shows an overall summary of how the 
components of these constructs were addressed in the mobile VR experiment and the 
visual cell model. The deficiencies found in the mobile VR experiment were based on the 
lack of support for a number of these important components. The visual cell model was a 
more comprehensive system, encapsulating all of the basic constructs. The 
implementation of this model did not meet all the goals of a TeleReality system because 
neither an AR user nor security/privacy constructs were implemented. Hence, the 
deficiencies in the system were due to a lack of implementation of all of the requisite 
constructs. 
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9.4.1  Visual scenery and objects 

The VC model and implementation separated the general scenery from the virtual 
interactive objects in the system. Had an AR user been present, they would also have had 
access to these objects. These objects were seldom updated. For the VC model, the visual 
scenery did not need to be updated as often as it was, because the room was mostly 
empty. It only needed higher update rates when other people were present. The 
importance of these constructs is in maintaining low data bandwidth and a front end for 
interaction with the system artefacts.  

Table 14. List of constructs components addressed by experiments 

TeleReality 
Construct 
components 

Mobile VR 
experiment 

VC Model  
Experiment 

Description 

Visual Scenery  Yes Yes Used video images to provide scenery. 
Visual Object No Yes Used Java3D graphical objects to represent 

artefacts. 
Presentation Yes Yes Both used a 2D system (video), needed an omni-

directional camera to support multiple 
perspectives. 

World Structure Yes Yes Dynamic, world updated in real time. 
Partition No Yes The VC model divided the world into two linked 

cells to create one space. 
Portal No Yes A 3D object was used as a portal.  
Handover No Yes Handover achieved by a) interacting with a portal, 

b) pressing a move forward key. 
Location System Yes Yes Both used a location system based on a symbolic 

address only. Had an AR system been used, 
geographical information would also have been 
used. 

Actors TeleReality TeleReality and 
Cyber 

AR actors were not implemented in the 
experiment. Cyber actors presented services to the 
TeleReality actor. 

Transactions Yes Yes E.g. keyboard keys for interaction, UDP/IP for 
video transfer, SQL for database access. 

Artefacts No Yes Only application interaction supported, no 
migration or replication. 

Personal User 
Sphere 

No Yes The VC expt. had some artefacts that came from 
the users defined Personal User Sphere. 

Immediate Area 
Sphere 

No Yes Each VC basestation acted as a cyber actor with 
their own artefacts. 

Local area sphere No Yes The VC system also acted as a cyber actor with 
one artefact. 

Global network No No This was not implemented. 
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sphere 
Trust Contracts No No An organisational contract, not supported by 

experiments. 
Awareness No No As no AR user was implemented, users did not 

have means of becoming aware. 
Control No No Not implemented. 
Access No No Not implemented. 
Integrity No No Not implemented. 
Ad-hoc security No No Network key, ad-hoc key and device profile. Not 

implemented as no AR user present. 

The second important reason for these constructs is that an AR user would have no need 
for the visual scenery, as they inhabit the space, but does need the visual objects for 
interaction purposes. This also points to the need for dividing the visual field into these 
two components to support coordination between the AR user and the TeleReality user. 

9.4.2  Presentation and World structure 

Both experiments were dynamic systems that needed to operate in real-time to support 
communication between TeleReality users and those in the remote room. The visual cell 
model could be modified to support a static system, but that was not examined here. Both 
systems used 2D video images, however the use of an omni-directional camera gave 
some flexibility of view to the users.  

9.4.3  Partitions, handover and Location systems 

The visual cell model implemented partitions in what it called visual cells. This enabled 
the users to move around a larger space, in this case between two rooms. This is 
something that could not be done, for example, in the mobile VR experiment. While the 
camera system used was very simple with no proper support for extensive navigation, it 
does demonstrate the potential.  

The moving from one cell to the next, or handover, was carried out by using the up-
arrow movement key on the keyboard in the normal camera perspective mode. Normally, 
the position, perspective and movement of the user would be needed. In the VC 
experiment, while using the normal fixed camera perspective there was no ability to 
move around the space within the visual cell and the camera was pointing at the door, 
effectively providing a fixed perspective. Therefore the perspective part of the handover 
was fixed, as was the position of the user (the camera position). This only allowed 
movement as a factor in determining handover. When an omni-directional camera is used, 
the handover is more complex, requiring the user to look in the direction of the door first, 
to get the correct perspective, and then using the movement key to cause handover. An 
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alternative approach was also used, by interacting with an object representing a portal, in 
this case a door object, one could teleport to the next cell. To reinforce this concept the 
object was placed adjacent to the door. 

The location of the cells was based on their IP-address and port number. These, in 
effect, combined to give their symbolic address. Had an AR user been included, the 
geographical data would also have been used in the world construction. 

9.4.4  Actors, Artefacts and Transactions 

The lack of an AR user meant that the AR actor was not implemented. The loss of this 
actor meant that collaborative work activity between the TeleReality user and people in 
the environment were not possible. This was a severe restriction on the system as it 
excluded the ability to interact with people located in the remote room, an important 
conclusion from the VR meeting experiment. The lack of this component to the system 
indicates its importance as a basic construct of the system. The cyber actor existed in the 
VC model, supplying message board services, while the TeleReality actor provided 
personal information services. A number of artefacts, namely Java applications, were 
included to provide some functionality and tasks that can be carried out within the 
environment. These provide the basis in which work is performed by the TeleReality user 
in the environment. Finally transactions linked the actors to the artefacts, by sending user 
interface commands with the keyboards and transmitting video/audio and data between 
actors and artefacts. 

9.4.5  Multisphere model 

The artefacts in the visual cell model were arranged according to the multisphere model 
and their placement is shown in figure 54. Artefacts that belong to the user are included 
in the personal user sphere. The ‘door’ object is included in the immediate sphere as it is 
heavily tied to the physical location of the door. The ‘message board’ object is located at 
the local area sphere as it can be seen by people over a much larger area. 

The advantage of using the multisphere model approach for the organisation of objects 
is that it also acts as a means to filter out a large amount of objects based upon the 
location of the user. Objects closest to the user are displayed to him, while objects further 
away are not. Julier’s research team also effectively use a geographical based system 
based on distance to filter out information in mobile AR applications (Julier et al. 2002). 
If an AR user was present within the experiment, the dynamic between two personal user 
spheres could have been studied. The global sphere was not implemented, as no external 
services were used. Alternative means of arranging artefacts could be considered, but this 
is the type of model most often used in CVE’s and proposed for user centric design. 
Additionally, it is the most appropriate for use with the system of partitions expounded in 
this thesis. 



162 

Fig. 54. Deployment of objects within the multisphere reference model. 

9.4.6  Trust and security 

The final set of constructs, the ‘trust contract’, awareness, control, access, integrity and 
ad-hoc security techniques were not fully implemented in either experiment and hence 
could only be evaluated to a limited extent. The basis for proposing the trust contract 
therefore comes from the belief that people will not embrace a system that is strongly 
invasive on their privacy. The reason for believing this comes from the research 
performed by others into media spaces. Unlike media spaces, where the goal was to 
support general awareness of others, whether they wanted it or not, TeleReality focuses 
more on a telephone based model of direct call connections. The actual connection in the 
VR meeting experiment uses the telephone model as it would be inconceivable that 
someone should take part in a meeting without been invited. The users in the room with 
the camera were always able to refuse the connection by refusing to pick up the phone 
and establishing the video link, giving them some control over the system. This provided 
them with some degree of control over that environment. In that experiment, general 
awareness of who was taking part could be somewhat confusing a there was no visual 
feedback for the meeting room participants of the remote user. In general, without the 
constructs identified here, one would find it very difficult to believe that such a system as 
TeleReality could be widely accepted, therefore indicating that they are of extreme 
importance.  

The proposed means for organising the restrictions on using ad-hoc network elements 
to support security were also not tested due to the lack of an AR user. The current state of 
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ad-hoc security protocols is not at a sufficiently advanced state to inspire a great deal of 
confidence. The proposal to force individual ad-hoc users to connect to a fixed network 
for 3rd party authentication is purely meant at this stage as a potential quick fix and the 
author does not offer it as the definitive solution.  

9.5  Summary 

This chapter describes two experimental systems and compares them against the 
construct components. The first experiment is called the Mobile VR experiment and was 
conducted in March 1999. This experimental system looked at using VR technologies in 
a videoconferencing environment to determine existing problems and benefits, as well as 
anticipating future lines of research. The experiment had technical limitations, but 
highlighted the importance and limitations of interaction and navigation in 
videoconferencing systems. This experiment strongly influenced the development of the 
research question addressed in this thesis.  

The second experiment built on the results of the mobile VR experiment and led to the 
creation of the visual cell model. The visual cell model incorporated stronger support for 
navigation across wider areas, a fuller interaction model and multi-user support. The 
experimental system however suffered from the lack of an ad-hoc network element, and 
the 2D camera system and available resources resulted in a restricted level of navigation. 
Consequently, the bulk of the experiment ended up focusing on the user interface issues 
with a cycle/select scheme being used to interact with virtual objects. The objects were 
organised on a multisphere model. This second experimental system comprised many of 
the basic constructs identified for a TeleReality system and a discussion on the effect of 
these two experiments on the reason for selecting and placing these constructs is 
provided.  



10 Discussion on an enhanced telepresence system 

This chapter discuss the overall consequences of this work. First, a discussion on the 
impact the system has had on the research question and how the constructs were formed 
and proposed, in accordance with the constructive research method. A consequence of the 
place of this work within existing theoretical theories is also discussed and, finally, the 
existing fundamental technological obstacles to the future realisation of this technology 
are discussed. 

10.1  Discussion: Addressing the Research Question 

The research question set out to see what form an enhanced telepresence system using 
virtual proxies would take so that it is multi-user, interactive and navigable. These 
characteristics are important, and to support these requires modifying the constructs of 
existing telepresence systems. The key to a solution for this problem is to replace the 
most limiting aspect of a telepresence system, the physical proxy, with a virtual proxy. 
This virtual proxy acts as the basis for providing multi-user support, interaction and 
navigation. 

10.1.1  The Virtual Proxy 

The virtual proxy in the experiments works by giving the user a floating camera free 
perspective. Taking the omni-directional camera as an example, it captures more 
information than the user needs. The user can then select a subset of that information to 
view specific data. To the user, it is the perspective that is important and needs to be 
controlled, not the camera itself. This control and image processing is carried out in 
software controlled by the user.  
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In the visual cell model, a similar principle applies, except that multiple cameras are 
used. Again, the perspective image the user receives is determined by software. The user 
does not say, I want to move from room A to room B, so I must move a physical proxy. 
Rather the user indicates that they wish to move to another room and the software decides 
on what is the most appropriate camera perspective that should be chosen for that. The 
virtual proxy in both cases works by the user expressing intent, and the system works to 
provide the correct perspective to match that intent. For the other people in the system, 
who look upon a TeleReality user, then that user may be represented by an actual 
computer generated avatar. 

10.1.2  Multi-user 

Supporting a multi-user system is addressed by the means in which the virtual proxy is 
constructed. The perspective image that the virtual proxy chooses is selected from a set of 
common broadcasted video images. This means that a number of users can take the same 
video images and construct a perspective that is relevant to them. No one user can control 
what another user wishes to see. The limits on the number of remote participants are 
restricted by the technology of the broadcast video and available bandwidth, not by the 
actions of the user. The object with which the user interacts with can be accessible to 
multiple users in much the same way as multiple users can simultaneously access a web 
server. As a result, the system is multi-user.  

10.1.3  Interaction 

A concern about interaction was that if one did not use a physical proxy, how could one 
interact with the environment? The solution to this problem was to extend the 
telecommunication network to include all of the objects that can be interacted with. For 
many cases, this extension was to provide an ad-hoc network element that would act as a 
servant to the user within the remote environment. The network system is then comprised 
of a fixed network to connect the TeleReality user to the remote site and an ad-hoc 
network element to dynamically connect to various objects and people who exist in that 
environment. Interaction is also supported by the use of computer generated objects that 
represent the various objects in the environment. This user interface technique presents 
the user with a means for carrying out complex actions in a simplified manner. 
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10.1.4  Navigation 

Navigation is supported by the construction of an environment which consists of 
numerous video cameras strategically placed throughout the environment. The basic 
technique one needs is to create a matrix of fixed cameras that provide video images to 
remote users. Control solutions are then required to determine which video images are 
relevant to a user’s desired location and perspective. This organisation is done by creating 
a set of partitions, where each partition contains some form of image capturing devices. A 
large covered area is then established by connecting these partitions together. The 
decision process on which camera system should be used to provide the correct 
perspective means that decisions must be made while the user is within the partition and 
when the move to another system in a different partition. To support the moving from one 
partition to the other requires a complex decision process. Therefore, handover decisions 
are a fundamental part of any system. 

10.2  Addressing the constructs 

The constructive research method was chosen as the most suitable form for addressing 
the research question. The rationale for this is that existing systems did not have the basic 
constructs that one could answer the research question. The new constructs proposed 
must fit together logically and cohesively in order to be accepted. The constructs were 
general building blocks. Sheridan (1991) provided the basic constructs needed for a 
traditional telepresence system, while one needed to evaluate VR based telepresence 
system (Milgram & Ballantyne 1997, Lin & Kuo 1999) in order to identify the constructs. 
What occurred next was a process of modifying these constructs models through the VR 
experiment and the Visual Cell model in order to obtain constructs that specifically 
related to the research question. The evolution of these constructs from traditional 
telepresence systems to TeleReality constructs is shown in figure 55. 

There are a number of significant differences between the TeleReality construct model 
and those other telepresence systems. The first difference is the virtual proxy that is 
introduced in the VR meeting experiment. This proxy only carries over the proxy CE 
construct as well as the environment sensors that were important in VR based 
telepresence systems. Gone are many of the constructs related to the control of the 
physical proxy. This virtual proxy had no capability for physical or data interaction. The 
VR experiment also saw a significant change to the user of the system. The user became 
the TeleReality actor, and the main difference is that it did not use the virtual model 
construct, but retained the environment model construct. The reason for discarding the 
virtual model was that the VR based telepresence systems used a stored 3D graphical 
picture of the remote area to build the environment model while the VR experiment relied 
upon a live video feed to build the environment model. 
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Fig. 55. Evolution of Constructs from traditional teleoperation systems to the TeleReality 
constructs.  
The progression of the construct development from the VR meeting experiment to the 
visual cell model came as the result of the need to address the deficiencies of that system. 
In particular, there was a stronger desire for better interaction between multiple people 
and improved navigation capabilities. A need was seen for remote and local participants 
to interact together, primarily to exchange information such as data files. This lead to the 
incorporation of AR actors in the system. As the experiment also identified the need for 
autonomous agents to provide services, such as video projectors and even the occasional 
robot, these agents became cyber actors. For practical reasons, it was decided that 
TeleReality actors were to be as similar as possible to AR actors. The reason for this is 
that a person who can be a TeleReality actor in one session, could be an AR actor another 
time and it is better if they both have the same equipment. Three new constructs for the 
TeleReality actor are introduced as a result (they already exist for AR actors), the 
environment sensors, MR environment and information storage. As interaction is 
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primarily about the exchange of information, although physical interaction is still 
possible through the control of a cyber actor, capabilities to support it can be found in the 
information storage construct. Environment sensors are important to detect what the 
actor is attempting to do, in order to make the experience easier and user-friendly. These 
sensors differ from control devices as they are persistent automatic actions, whereas 
control devices have to be given explicit commands by user intervention. The 
arrangement of the MR environment and environment model needs to be clarified. The 
environment model is moved to the visual cell model for two reasons. The first is that it is 
not a natural part of the AR actor. The second is, as described in section 9.3, the 
placement of the environment model was due to it being the most efficient place to hold it 
for all of the three actors. It was not originally placed in the virtual proxy for the mobile 
VR experiment, but that was a far simpler system. The current location is better as it 
reduces the complexity of the TeleReality actor, making him interchangeable with the AR 
actor and reducing the amount of data transmitted over telecommunication medium, as 
well as acting as a point where AR and cyber actors can access them publicly. 

Another important point is the role played by the proxy CE elements. Whereas, for 
traditional telepresence systems, these were just used to transmit data to the actuators and 
from the sensors in the proxy, here they act as the fundamental means by which 
information is exchanged with the AR actors and the cyber actors. The CE not only starts 
to become a point to get access to the proxy, but also to get access to other entities in the 
system. This role may actually be performed by multiple CE’s, as e.g., in the VC model 
where there is at least one CE per visual cell.  

The final version of the construct model has only one change, the addition of privacy 
and security constructs. This was felt to be necessary, as some thought had to go into 
concerns over a ‘big brother’ type system, as well as from concerns about communication 
security, especially in ad-hoc networks.  

10.3  Restrictions on the system 

The TeleReality system proposed here has a number of restrictions. One restriction on 
this system is that the remote proxy has very limited ability to carry out many physical 
interactions. If the TeleReality user sees a shovel in the remote environment, their virtual 
proxy cannot pick it up and start to use it. Therefore many missions currently carried out 
by teleoperation systems such as deep space exploration cannot be carried out with a 
TeleReality system. When interacting with the environment, the goal of the TeleReality 
user is to exchange information with the environment and people located in that 
environment. This also requires that those people have an avenue open to them in which 
they can participate. In other words, they must also have equipment (e.g., using ad-hoc 
network connections) capable of talking to the TeleReality user. Other current restrictions 
on the system are also technological, such as the need for efficient video codec’s and the 
problems concerning ad-hoc security networks and the immaturity of light see-through 
head mounted displays.  
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10.3.1  Communication  

The TeleReality system heavily depends on the sending of information across 
communication networks, both wireless and fixed. The remote user in the TeleReality 
system must receive video, audio and object status, plus any interactive data exchanges, 
i.e., file transfers. The AR user receives audio, interactive data transfers and may receive 
video from the remote user as well. The communication channel is then an integral part 
of the system and one must evaluate the requirements of that channel in implementing the 
system. The most likely bottleneck in any TeleReality is the wireless part of the network, 
as it usually has significantly more limited bandwidth than that available from a fixed 
network. The wireless network is most likely to be an ad-hoc network, of which 
Bluetooth is the only available system at the moment. These requirements will be 
compared to Bluetooth. 

Video constitutes the heaviest load on the communication link. The optimum video 
image for a HMD has a resolution of 640* 480 with RGB colour scheme. Lanier (2001) 
says that the minimum frame-rate necessary for a smooth image is 25 fps. Without 
compression, the bandwidth required to transmit 2D video images would be 184.32 Mbps 
(640*480*3*8*25). To indicate the problem that this presents to the wireless media, 
Bluetooth has a bandwidth of 1Mbps (Burkhardt et al. 2002) and WLAN’s usually have 
10 Mbps, requiring a minimum compression ratio of 230:1 and 18:1 respectively. In 
practice, this wireless bandwidth is not always fully available, especially in WLAN, so 
the compression rates need to be somewhat higher. 

For 3D systems, the most common approach taken is to use multiple cameras. 
Additionally depending upon the number of cameras in operation, the image must be 
captured, encoded/decoded, transmitted and processed. This creates a time lag between 
the capture of the image to its display to the remote users. Lanier (2001) states that the 
delay cannot be longer 30 to 50 milliseconds as longer delays result in fatigue, 
disorientation and in the worst case nausea, which does cause a problem as the 
transmission of images alone in his system across the continental USA had delays of 25 
to 50 milliseconds. With a simple two camera system that is used to provide a 
stereoscopic picture, the information data rate that has to be transmitted before encoding 
is multiplied by two. Stereoscopic vision contains a high degree of image redundancy, so 
it is possible to code the images by exploiting the video redundancy (Jia et al. 2003). The 
result is still a higher degree of bandwidth than a normal 2D system. Another approach 
for acquiring 3D video is to attach a laser range finding device to add a depth component 
to each pixel and map this information onto a deformable 3D graphical mesh. With a 
support for a depth of 256 levels, i.e., 8 bits, and a single 2D camera system, the required 
bandwidth would be 1.473 Gbps (184.23 * 8).  

Judging from the required bandwidth, extremely efficient video codec’s would be 
needed that are capable of operating in real time. The best solution is to operate based on 
the ability to reduce data redundancy. The most efficient video codec’s currently available 
is provided by MPEG-4 (Rauthenberg et al. 2000). MPEG-4 allows the codec to divide 
the scene into constituent parts, called audio video objects. These AVO’s are encoded 
separately and transmitted at different bit rates. This fits in with our separation of the 
visual field into visual scenery objects and visual objects. The visual scenery, i.e., the 
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background non-changing field is transmitted rarely. Localised parts of the scenery that 
change often, and would normally require a complete update of the scenery, are identified 
and represented as separate AVO objects, resulting in a smaller data rate been sent. These 
AVOs are usually important objects with the scenery anyway, e.g., people. Essentially 
then, the main background scenery is only sent once for the duration of the connection 
and updated rarely depending upon lighting conditions. For an empty room, then the 
main data is sent at the beginning of the connection and not updated afterwards, requiring 
negligible data rates. The same system would apply for 3D systems, however, in this case 
there is an added complication, if navigation or a change of view is required, and the 
scenery object must be updated continuously throughout the movement. If the user is 
looking on the same direction and moving in that direction, there is the possibility that 
there is a high degree of redundant data, but if they turn their head, new data must be sent 
in its entirety. The best case scenario for even a simple 3D system supporting navigation 
will have very high bandwidth requirements, hence the best available codec’s will be 
needed. 

Current research with the use of MPEG-4 and tele-immersion would seem to suggest 
that a workable solution to this problem is not available at the moment. In Lanier’s 
experiment (Lanier 2001) they only achieved 2fps while requiring a bandwidth of 20-
80Mbs. Rauthenberg’s research group  has a composite of three shaped videos into a 3D 
scene, but with a LAN, could only get a framerate of 12.5 fps (Rauthenberg et al. 2000). 
Cooke and his associates (Cooke et al. 2000), used a two-camera system to represent the 
video shaped object and could only achieve a framerate of 10fps over a wireless LAN. 
All used software encoders and decoders and note that hardware implementations may 
improve the performance.  

In the simplest systems, only decoders would be needed. However many new 
multimedia handsets are supporting camera systems, so it may only be a matter of time 
before they will be included as well. Establishing the necessary resources needed is 
difficult to ascertain. For their MPEG-4 encoder, Pearmain and his colleagues needed a 
200 MHz Pentium with two additional DSP chips to encode video (Pearmain et al. 1999). 
While 44 fps was possible, they state that Quarter Common Intermediate Format (QCIF) 
‘images at a frame rate of 8fps were used in the field trials as these could be sustained 
under all circumstances and were acceptable to users’. For their decoder, few details on 
performance were given, other than that it was carried out using a desktop computer, as 
no suitable laptop video card was available for it. One point should be noted about these 
experiments. In all of the experiments as much bandwidth as needed was provided. This 
is not a situation that would be available in a real application where one would have 
many users, not just one.  

10.3.2  Registration 

Registration is a very important component for Augmented Reality users and only 
slightly less so for TeleReality users. As mentioned earlier, the best means in which 
registration can be achieved is to use a hybrid system combining visual tracking with 
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other methods such as magnetic trackers. The difficulty here is that this means placing a 
considerable amount of markers around each physical location both the AR and 
TeleReality user occupies. This is simply not practical as one can rapidly become irritated 
by the less than aesthetic quality of the markers. In practical terms, alternative methods 
are needed but no one of these provide the accuracy needed to have a successful 
technology, which is why so many researchers switched to visual marking systems in the 
first place. Otherwise, practical, accurate commercial registration systems remain 
unavailable to date. Although my research suggests that very accurate registration may 
not be necessary for carrying out every type of interaction, I would suggest that this is an 
area that needs to be studied more carefully. 

10.4  TeleReality constructs and telepresence theory 

The beginning of this thesis set out the different theories on telepresence, it is therefore 
useful to see how the proposed constructs compare against these theories. The basic 
theories on presence fall between the rationalistic approaches of Descartes, and against 
the Heidegger/Gibson views. In which of these categories does the system fall? The 
system was developed with the mind that those using it should be able to work easily 
with those in the remote environment, so less design focus was placed on the subjective 
feeling of presence. In saying that, the subject’s work will be more productive if they are 
quickly able to learn how to navigate and interact in the remote environment. Subjective 
presence is better for reducing the time it takes a person to learn how to operate in the 
remote environment, as the more natural it is, the shorter will be the training and the more 
efficient will the task accomplishment be. 

As mentioned before, the theories often followed the technological systems, so having 
created what should be an enhanced telepresence system, do these theories still apply? 
The belief of the author is that the current theories still stand and a brief explanation of 
the various theories against the model will show why. One criticism that could be made 
of these theories is that they tend to look at presence from a singular user experience and 
quite commonly ignore the needs for a collaborative work experience. It can be argued 
that they do provide this in an implied manner, but Robinetts classification, which is the 
most detailed approach, makes no allowances at all. Additionally, the I-centric approach 
revolves too much around the single user experience when a great deal of 
telecommunication is geared towards multiple user communication. 

10.4.1  Sheridan’s model 

Sheridan (1991) identified three constituent parts of a telepresence system; the extent of 
sensory information, the control of sensors and the ability to modify environment. This 
research generally follows along these lines. The set of sensory information that a user 
can receive depends upon the complexity of the system used, but then this is also the case 
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for traditional telepresence systems. The ability to modify the environment is different in 
scope, rather than principle. The TeleReality system is more strongly based on modifying 
the information environment by working with others. It can change the physical 
environment but only by taking control of other devices, hence reverting back to a more 
traditional telepresence construct model. In other words, this system can do what 
traditional systems can do, as well as much more. The control of sensors is probably the 
greatest path of divergence, but only by intent, not practice. Rather than the user directly 
controlling the sensors to get information, they query a central point which provides them 
with information collected by a set of passive sensors. With this one minor modification, 
the model set out by Sheridan can be applied perfectly to the constructs for an enhanced 
telepresence system. 

10.4.2  Steurs model 

Steurs (1992) descriptions of telepresence strongly match the system described in this 
thesis. The degree of vividness and interaction can vary considerably depending upon the 
complexity of the system. Vividness is constrained by the type of camera systems used 
(2D or 3D) and the depth is constrained by the telecommunication bandwidth, rather than 
any inherent limitation of the concept. 

Interactivity is important in Steurs model. The system is designed so as to be realtime, 
although some non-realtime variations, such as static systems, can also be used. Both 
range and mapping are difficult, and if interaction is concerned with the modification of 
information, then the system is very strong. If its a case of physical manipulation of the 
remote environment by the use of robots, then the system is somewhat weaker. In the 
classification of a TeleReality system along the lines of vividness and interactivity, then it 
should belong towards the higher end as shown in figure 56. 

Fig. 56. Classing TeleReality in Steurs vividness and interactivity chart. 
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10.4.3  Zeltzers AIP Cube 

Zeltzers (1992) Autonomy, Interaction and Presence cube, while conceived more for VE 
and CVE systems, work very well for the TeleReality system, if one realises that the 
model being composed is based on the real world and not a synthetic one. The remote 
environment is, by its nature, strongly autonomous. The introduction of cyber actors 
makes this particularly true, as does the comings and goings of AR users. These actors 
can be considered as agents that react to stimuli or have independent thoughts, as 
described by Zeltzer in his definition of autonomy. 

Zeltzers view on interaction determined the degree with which the user can interact 
with the model at run-time. As this model meant more about the interaction of 
information about the model, it fits closer to the TeleReality system as it does not 
consider physical interaction.  

Presence determines the degree in which the user receives and can control sensory 
information, which is very similar to Sheridan’s approach. This view of presence is in 
how the technology can help the user interact with the remote environment. This point 
also matches with the goal of creating a system that assists the user in working in the 
remote environment. Therefore in the AIP cube, the goal of the TeleReality system is to 
have a high degree of interaction and presence, while realising that the remote 
environment, by virtue of been real, is strongly autonomous. Therefore the values are 
likely to range from any value of (1,0,0) to (1,1,1). The value of (1,1,1) would represent 
the point of perfect telepresence.  

10.4.4  Robinetts classification 

Robinetts (1992a, 1992b) classification is a useful means for looking at a TeleReality 
system, but a deficiency in the classification is that it does not differentiate systems that 
are clearly single or multi user. Table 15 shows how a TeleReality system would fit into 
Robinetts classification. There are two situations here, one whereby the cyber actors have 
some actuators to affect the physical environment and one where it is strictly 
informational exchange. 
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Table 15. Robinetts classification as applied to TeleReality systems and compared with 
telepresence systems. 

 TeleReality 
(actuator support) 

TeleReality (no 
actuators) 

VR based 
excavator 

Tele-operator Remote pilot 
aircraft 

Causality transmit transmit transmit transmit  transmit 
Model 
Source  

reconstruct reconstruct reconstruct scan scan 

Time  1-to-1 1-to-1 1-to-1 1-to-1 1-to-1 
Space remote remote remote remote remote 
Super- 
position 

merge merge isolated isolated isolated 

Display HMD/graphics HMD/graphics screen/ 
graphics 

HMD, force 
feedback 

screen 

Sensor cameras cameras cameras and 
radar 

camera camera 

Action 
measure 

gesture, mouse gesture, mouse, 
joystick 

joystick force feedback 
arm 

joystick 

Actuator none actuators in 
environment. 

excavator robot arm flap, actuators in 
aircraft 

The main differences here are that the model source is scan based. That means the 
information is taken from the environment and processed before display to the user. 
TeleReality has active superposition that merges the synthetic objects representing 
artefacts in the environment with real time video. This works to facilitate interaction for 
the users. The other main difference is that the interface to the system is different. A 
gesture based system may be more appropriate for interacting with these synthetic 
objects, whereas others need a joystick in order to physically control a device. Lastly, 
whether a TeleReality system has an actuator in the environment is entirely up to the 
implementation of the cyber actor, so one can have systems that have zero to many 
actuators. 

10.4.5  Milgram s RV Continuum  

In terms of the RV continuum, TeleReality is located to the far left of the continuum as 
shown in figure 57. If the environment contains no graphical content, then, within this 
definition, it is considered as the real environment. Once, however, graphical data is 
added to the telepresence system, then the system, according to the RV continuum, would 
reside in the area to the left on the Continuum. It is this part of the continuum that 
contains the region of interest in TeleReality. The RV Continuum was devised with the 
idea of display systems, e.g., monitors and closed HMD. See through HMD are not 
considered. However, it does form a nice classification measure whereby the TeleReality 
concept should fit in relation to the general research area. 
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Fig. 57. TeleReality in the Reality -Virtuality Continuum 
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The WSI reference model diagrams are, in this way, unique that they only show a single 
person as the focus in a communication system. While I, therefore, use the WSI model to 
represent the arrangement of artefacts to the user, I had to introduce the concept of 
TeleReality, AR and Cyber actor shown in figure 22 and 23 to reflect the importance and 
support for collaboration, communication and cooperation between users. 

The author accepts that the WSI reference model will set the stage for future thinking 
on communications in terms of design, teaching, research and development, but also feels 
that it is likely to unsatisfactorily address the primary need of telecommunications 
systems, the need to communicate with our peers. 

10.5  Critical Analysis 

This thesis addressed the research question through the use of the constructive research 
method. Under that method, it is sufficient that the constructs are both logical and 
cohesive in order to be acceptable, as well as being different from current systems. This 
thesis has shown how a telepresence system can be implemented with a virtual proxy, and 
shows how the constructs need to be arranged for this to occur. There are a number of 
points of criticism that can be made on this work.  

The first of these is that this system is not enhanced as physical interaction is not an 
inherent part of the system, but rather, it is up to the whim of the local environment in 
providing a sufficient cyber actor. This is indeed the case. However, it is important to 
point out that it is task completion that is essential. Any number of the task’s that are 
carried out in the information society reflect the flow of information, and for this, 
physical interaction is not necessary if it can be supplanted with a combination of 
intuitive user interfaces and communication systems. Where physical interaction is 
needed, then an appropriate cyber actor should be provided. 

Some questions may arise from the identification and arrangement of the constructs. 
While the constructive research approach describes at some length the research process, it 
does not describe how one identifies the different constructs. Constructs are building 
blocks, but the question is, what level does one consider to be building blocks? Is it at the 
system level, architecture and object level? The author was unable to find a satisfactory 
guide in this process. Hence the system level view was taken. The author looked at the 
system components that are essential, disregarding the intricacies of each design, to find 
what was common and not common. The works of Sheridan, Kuzuoka and Milgram were 
essential for this. It can be argued, that in doing so, other constructs were ignored, but I 
believe that the constructs identified here are irreplaceable for the various analysed 
systems. In the TeleReality construct model, it is these constructs that are the minimum 
requirement, other constructs added would be supplemental. 

Once chosen, the arrangement of the constructs can be open to question. A system that 
supports information transfer must have an informational construct in each of the 
participating actors. The most difficult placement is the environment model. However, 
once one starts to have a large multi-partition system (and consequently large data and 
processing requirements in the actor), concerns over security access and wishes to have 
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the TeleReality actor as close in design to an AR actor as possible, make it more obvious 
that this construct should be located in the environment, where resources are more 
cheaply and readily available.  

The technical complexity and lack of resources had two consequences, first the system 
was never implemented as fully as one would have wished. Second, there was not any 
full usability test done on the system. These are two significant deficiencies, as they 
prevent the conclusive result on the long term feasibility of the TeleReality concept. They 
do not, however, affect the core constructs. The test sorely lacked an ad-hoc radio 
element for the testing, as much could have been gained from that, although the author 
does not believe that would have changed the underlying constructs, but would have 
more of an affect on the detailed visual cell model and implementation process that was 
followed. The user interface that was implemented provided interesting ideas and 
concepts, as well as problems, but these did not change the underlying constructs either. 

Considering the work done so far, the author anticipates that the following areas 
present the greatest difficulty at the moment, the scalability of the system, object clutter, 
object placement, light conditions, different HMD FOV’s and quality, health and safety 
issues. While the system is a multi-user system, the author has not attempted to calculate 
how many users would be able to participate synchronously. The capacity of the system is 
heavily dependent upon the numbers involved, how many TeleReality actors there are, 
what broadcast protocol is used, how many cameras are used and the resulting size of the 
encoded image and how much bandwidth does the system have. These parameters are 
highly variable and, hence, the author does not attempt to give rough and likely 
inaccurate, figures.  

From the user interface experiments, it became obvious to the author that object clutter 
would most likely be a serious problem. The reason is that in the visual field, the objects 
must be easily visible and yet not obstruct gaze awareness. This means that the objects 
must inhabit a space much smaller than that available. Now in the case that there are lots 
of objects in the space, they either obscure each other, or overflow into areas that disrupt 
the users interaction with other people. Essentially, the objects must be designed and 
arranged so that they are usable and this places a limit on the number that can exist. What 
that number is was not explored by the author, though he believes it is a function of the 
object size and space available. This observation seems to be supported by Cockburn and 
McKenzie (2002) who noted that the subjects’ performance deteriorated in both physical 
and virtual systems as their freedom to locate items in the third dimension increased. 
They also noticed that subjective measures reinforced the performance measures, 
indicating that users found interfaces with higher dimensions more cluttered and less 
efficient. 

Lighting has a detrimental affect on any vision system employed, for the simple reason 
that it is not a constant factor in most work environments. While recognising the impact it 
had in the two experiments, the author did not examine it closely. It can affect anything 
from cell size in outdoor areas to unwanted reflections. Lighting is one of those 
environmental effects which affect the cell, just as rain and snow affect radio cells. The 
last area of interest, which the author did not examine in great detail, is the issue of 
HMD’s. It is, however, perhaps the singular most important part of the system. HMD’s 
can have health and safety issues, causing cybersickness. In TeleReality systems, it 
causes an additional danger, as the TeleReality actor cannot see their local area while 
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‘visiting’ another real world location. Therefore they must be stationary. Whatever extra 
health and safety problems that may arise are not known by the author. 

10.6  Summary 

This chapter provides a discussion on the constructs in terms of the research question, 
analysis of the construct, restrictions on the technology and a framing of the subject 
against telepresence theory. The research question set out to use a virtual proxy to support 
interaction, a multi-user system and navigation. How these characteristics are supported 
by this research work is described here. The evolution of the basic constructs, from 
traditional telepresence systems to the final TeleReality model is also described, as is the 
reason for that evolution. Figure 55 visibly shows the location of each construct, as well 
as each larger actor in the system. The TeleReality system as described here faces a 
number of technical difficulties if it is to be accepted as a working technology. Problems 
associated with the heavy demands of video quality and the affect video codec’s have on 
bandwidth are described, with the primary problem being the need for good stereoscopic 
coding algorithms at a minimum. Problems associated with network lag are also 
described. Additional problems in relation to the search for a practical registration system 
and the deficiencies of ad-hoc security protocols are also covered. Lastly, the TeleReality 
system is compared against the telepresence theories of Sheridan, Steur, Zeltzer, Robinnet 
and Milgram. The result of this is to show that the concept of TeleReality fits into these 
theories, and as a result, shows that it is on a solid theoretical basis. The other conclusion 
is that it does not constitute a new theory on telepresence, but rather an alternative means 
to solve existing conceptual and implementation problems. 



11 Conclusions 

This thesis studied the feasibility of using virtual proxies to enhance telepresence 
systems. To support a multi-user collaborative work environment, the key areas of 
navigation, interaction and multi-user support are addressed. The thesis set out to study 
and answers the research question ‘What form should an enhanced telepresence system 
relying on virtual proxies take so that it is multi-user, interactive and navigable’ 

The virtual proxy itself is the user’s presence within the telepresence environment and 
this can be best described as a free floating camera, capable of offering any image 
perspective in the remote environment. The three requirements that were placed on the 
virtual proxy are that it should be multi-user, support a rich set of interactions and support 
user navigation of the environment. Also, as the solution involved the use of video 
cameras, a question arose as to the impact such a system would have on the security and 
privacy of the participants. The author coined the term TeleReality to distinguish this 
form of enhanced telepresence system using virtual proxies from other solutions that rely 
on physical proxies. To address the research question, modification to the existing 
constructs of telepresence systems have been proposed and shown to fit logically and 
cohesively together by concept and experiment. 

11.1  The TeleReality Constructs 

The constructs for a TeleReality system are organised into four main components, the 
virtual proxy, the TeleReality actor, the AR actor and the Cyber actor. The TeleReality 
actor is the person who is accessing the remote space. The AR actor is the person who 
physically exists in the remote. The cyber actor is an independent computer controlled 
entity that exists in the remote environment. The constructs for both the TeleReality and 
AR actor are similar. What differs is the context in which they receive the images. The 
TeleReality user gets images from a remote space whereas the AR user gets them from 
their local space. In either case, they both receive the same information data. The 
TeleReality user must actively request the data based on exercising their control devices 
and whatever additional relevant information they get from their own environment 
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sensors. The cyber actor can be more complex, but at a minimum it needs an information 
source (data), intelligence to react to stimuli (behaviour) and a communication element to 
connect with other actors. At its most complex, it can support physical interaction, 
including the capabilities of a full robot. 

The largest changes come from the introduction of the virtual proxy, which creates a 
new environment model construct. This construct is responsible for receiving information 
from the environment sensors and from the various actors, and organising that 
information by constructing a model that can be queried by all users of the system. The 
environment model is identical in concept to that of VE models, but in this case 
represents the real world, not a computer generated model.  

The last set of constructs of interest concern the importance of security and privacy. A 
system that is designed with the concept of ubiquitous computing as a base must ensure 
that those communication elements generate confidence in the secure transfer of 
information. Privacy issues arise from the use of multiple camera systems, giving rise to a 
feeling of a big brother system. These constructs are therefore essential to address 
potential problems in the system. These basic constructs then, address the issues of 
navigation, interaction, security/privacy and multi-user support. 

11.1.1  Navigation 

Navigation means that each user can travel through the remote environment. This means 
that in a TeleReality system they can receive multiple camera viewpoints based on their 
position and orientation. To accomplish this, static cameras are placed through the world 
(environment sensors) and image processing software calculates the correct perspective 
images (environment model). This large camera system is sub/divided into partitions. To 
maintain a continuous image perspective for navigation, users can move from one 
partition to another in a process called handover. Handover can be accomplished based 
on the user’s position, their movement and most importantly the perspective (field of 
view) of the participants. Partitions are connected by portals, which provide the address 
to the next partition. A combination of partitions can be combined into a world system. 
Each partition can be addressed by the use of a symbolic address combined with 
geographical data. 

The TeleReality world can be constructed with varying degrees of sophistication. A 3D 
or 2D video system can be utilised. A 3D system would obviously provide the greatest 
sense of flexibility and presence, but 2D systems can also be quite flexible, if somewhat 
more constrained. The world type can also be static or dynamic. A dynamic system 
updates the world in real-time, whereas a static world is generally stored in an audio-
visual database and updated more rarely. While a dynamic system is the preferred option, 
static systems can work well in areas that do not involve working with people local to the 
area. 

The TeleReality system requires a heavy use of good quality video transmission that 
may be too excessive. To counteract this, the video images should be divided into two 
parts, the visual scenery which represents the basic non changing nature of the 
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environment, and the visual object which represent the interactive objects. Visual scenery 
objects are rarely updated, as generally very little happens. Visual objects are sent once, 
and afterwards, only their current state is changed. 

11.1.2  Interaction 

The environment is also defined by the degree in which it is interactive. This thesis 
proposes the TeleReality Interactive Principle. A measure is taken of the number of 
possible interactions in the environment by all users, TeleReality and AR, and it 
determines how many can be used by both TeleReality and AR users. The higher the 
measure, the richer the interactive environment and the more immersive the system is for 
the TeleReality user.  

Interaction is achieved by the flow of sensory data to the users and the sending of 
command data. This circular flow of information means that interaction has to be 
supported to some degree by all of the constructs. The major parts of the interaction 
scheme are also described. These are the actors, who initiate actions/events in the 
systems, artefacts, which are representations of the services and applications within the 
system and transactions, which define how communication is carried out between actors 
and artefacts and between artefacts. The actors are the TeleReality actor, the AR actor and 
the cyber actor, usually a system entity. Each artefact belongs to at least one actor. The 
actors need to be able to copy, modify, create and destroy artefacts. Each artefact 
occupies up to two locations, the location of the code in a device and the location of the 
artefact in the visual field. 

The relationship between the actors, artefacts and transactions are described by the use 
of a modified multi-sphere model, which is a geographically based system. Actors exist 
in a geographical space and each is given a personal user sphere in which resides all of 
their personal artefacts. Common artefacts are found in the local area sphere, and access 
is also provided for access to artefacts in the global cyber world. 

11.1.3  Security/privacy 

Providing security and privacy for the system is imperative given the possibility for big 
brother scenarios. To support privacy it is proposed that an organisational and 
technological solution is required. From an organisational point of view, trust 
relationships are established between the users of the system and the owners, indicating 
the rights and conditions in which the system is used. The users of the system should 
have awareness in the system, i.e., know who is sharing the space with them. They 
should have control over who can communicate with them, and access control to limit the 
amount of services and freedoms of the visitors. They should expect integrity in the 
system, i.e., knowing that the person they are dealing with is who they claim to be.  
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Architecturally, to support control, a point to point phone based model is used to allow 
users to have control over who is contacting them. Additionally, to prevent possible 
exploitation of the ad-hoc networks, the users may not allow other ad-hoc elements on 
their network while they are connected to other users. To prevent stolen keys, the users 
have a network key for accessing the fixed network and an ad-hoc key for dealing with 
other ad-hoc user networks. Also, ad-hoc users in the system should use the fixed 
network as an access point to 3rd party certification bodies to authenticate and certify 
other users and information.  

11.1.4  Multi-user support 

The advantage of the use of a fixed camera position and the image processing software is 
that the same images are sent to each person using the system, and it is then that their 
correct perspective is calculated. The use of radio elements such as ad-hoc networks also 
means that more than one person can use the system. Therefore the solution proposed is a 
multi-user system. 

11.1.5  The Visual Cell Model 

The TeleReality constructs were evaluated by determining their importance as basic 
building blocks of a TeleReality system. The evaluation method used was to identify the 
potential constructs, then develop a model and instantiate this model. By executing the 
model, any weakness or unanticipated absent constructs were identified and the original 
constructs were revised based on this evaluation, with a new revised model created 
instantiated and evaluated. The final outcome of this stage was the proposed visual cell 
model, which was developed using the TeleReality constructs. A partial implementation 
of this model was carried out within the PAULA project.  

11.2  Future work 

The work described in this thesis offers considerable opportunities for further research 
projects. While the basic constructs have been identified, the detailed and efficient 
implementation of those constructs have not being addressed, indeed they need not be as 
part of the chosen research method. Currently, the author is addressing the user interface 
aspect of collaborative telepresence and augmented reality systems. This is important, 
and while this thesis identifies interaction as being critical to presence and TeleReality, 
the mechanics of how the users interact has not been studied. This topic offers the 
potential for considerable research effort. 
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The interaction capability between multiple TeleReality actors has not been heavily 
studied in this thesis topic, as neither is the form of their avatar in the remote real world. 
These are optional features and are not part of the core constructs. The core constructs 
know where the remote user is supposed to exist in the environment and informs others, 
but what representation acts for them is a question of implementation. The form of this 
implementation is useful to study, as the richness of the solution can enhance non-verbal 
interaction.  

Navigation has also been an important element in this work. However, the technology 
to implement it to the extent that the author wishes is not available at the moment. Future 
work on navigation must address three factors, a lightweight implementation with good 
support for handover, the means by which the remote user can initiate movement when 
they themselves must be stationary for safety reasons, and the degree to which navigation 
enhances presence and users’ performance.  

The Cyber actor offers significant sources of research. What specific tasks should 
these autonomous agents perform in the environment and how do they interact with 
other? Examples of cyber actors could be robots, memory assistance agents, automatic 
bus payment systems. Indeed the number of potential applications is probably larger than 
the author can think of. How will these agents be implemented, who will own them and 
under what conditions will they play a part? The author is looking at many of these 
research questions and has provided a number of future scenarios under the EU SSA 
MOSAIC project on future mobile work, which can be found at http://www.mosaic-
network.org (Hickey 2004). 

Many difficult technical issues remain, among them more efficient video codec’s, 
communication broadcast protocols, the capacity of a system, acceptable HMDs of 
sufficient quality and improved registration. 

11.3  Applications 

TeleReality is unlikely to be widely implemented or used until satisfactory cost effective 
equipment is developed. However, there are a number of application areas where it might 
find extensive use. Other applications may suffice by utilising part of the system. Some 
of the potential applications are 

Videoconferencing: Videoconferencing describes the situation where remotely located 
people can establish a video connection together, communicate, exchange information 
easily and use available objects irrespective of location. As an example, a remote person 
may want to give a presentation to a group of people in a meeting room. By using a 
TeleReality system, he can pass around a copy of the slides to each person by giving them 
a synthetic object representing the media file, then he can select the rooms projector and 
place his presentation file upon it, giving his normal presentation. They can move around 
the room, changing their perspective to talk with different people. This use of a 
TeleReality system can enrich the communication between people in remote areas. 

Tele-assistance: Increasingly, world-wide specialists in a field are consulted by 
audio/visual telecommunication connections for their opinions on unusual and complex 
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problems, especially in medical diagnosis. In tele-surgery, information can be exchanged 
by passing around an electronic version of the information. TeleReality would also give 
the remote specialists the ability to look around, as well as follow the experts on their 
rounds, or as they go between different sites. With TeleReality, as many specialist and 
students can take part as possible. Other examples include maintenance, distance 
learning, construction and disaster emergency services. 

Tele-tourism: Tele-tourism allows a person to visit remote locations at a cheaper price 
than going there. It would enable people to visit art museums in foreign countries, remote 
inaccessible locations and archaeological digs. From these sites they can acquire 
information by interacting with local information points, i.e., synthetic objects that act as 
a front end for audio/visual files on the subject or contain links to more information.  

11.4  Authors contribution 

The work described in this thesis has been entirely the work of the author unless 
otherwise stated. The author received some help in the setting up of the mobile VR 
experiment, however, the concept, execution and analysis were done by the author. The 
author also received some help in the construction of the visual cell implementation by 
students working under my direction. The critical analysis on the limitations of 
telepresence, the analysis and derivation of TeleReality constructs, the detailed look of 
the issues of navigation, interaction, privacy, security and the final critical analysis were 
all performed by the author. 

11.5  Final Thoughts 

The significance and contribution of this thesis is the introduction of an enhanced 
telepresence system that supports multiple remote users while providing a rich interactive 
environment and a degree of presence. TeleReality is a system that was envisioned as a 
means of enhancing telepresence by removing the restrictions that limit its acceptability 
to a wider audience. Enhancing Telepresence requires a multi-disciplinary approach. This 
thesis work looks at a total solution, by defining all of the necessary parts of a successful 
technology, it aims to focus the research task by defining the basic elements and areas 
that the research field must acknowledge. TeleReality will be a technology of the future 
and this research aims to identify all of the relevant technologies and constructs that will 
be needed for a mature system. 
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