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ABSTRACT
Solving puzzles has become increasingly important in artificial
intelligence research since the solutions could be directly applied to
real-world or general problems such as pathfinding, path planning,
and exploration problems. Selecting the best approach to solve
puzzles has always been an essential issue. Monte-Carlo Tree Search
(MCTS) has surged into popularity as a promising approach due
to its low run-time and memory complexity. Thus, it is required to
know how to employ this method to solve the puzzles.

In this work, we study the applicability of MCTS in solving
puzzles or solving a puzzle with MCTS, not comparing many MCTS
approaches. We propose a general classification of puzzles based on
their features. This classification consists of four primary classes
that provide a mathematical formula for each and their satisfactory
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criteria. This classification let us know how to utilize MCTS based
on the puzzle’s features. We pass each puzzle to an MCTS algorithm
as a series of satisfaction functions based on this mathematical
formulation. The classification can perform general pathfinding
or path-planning if the outlining problem is defined within the
described mathematical constraints. MCTS progressively solves a
puzzle until the functions are completely satisfied in our proposed
classification. We examine different puzzles for each class using
our proposed methodology. Furthermore, to evaluate the proposed
method’s performance, each of these puzzles is compared with their
available SAT solvers using the Z3 implementation and different
variations of MCTS that are generally used.

CCS CONCEPTS
• Theory of computation → Solution concepts in game the-
ory; Representations of games and their complexity; Theory of ran-
domized search heuristics.

KEYWORDS
Puzzle, Games, Classification, Monte-Carlo Tree Search (MCTS),
SAT.
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1 INTRODUCTION AND BACKGROUND
Throughout the last five decades, proposing a generic, unified, and
efficient solver capable of solving any puzzle has been an open
problem in Artificial Intelligence research [27]. In this context, pi-
oneered by works in [25] and [30], General Game Playing (GGP)
strives to introduce an accurate and efficient game-independent
platform for Game or Puzzle descriptors. Various works regarding
the general expression of puzzles have been proposed. Game De-
scription Language (GDL) [22], as a known framework, provides
a representation capable of describing multi-player deterministic
games. Regular Board Game (RBG) [20], a new GGP reasoner and
language class, is based on mathematical formalization and proffers
efficient reasoning for a wide range of deterministic multi-player
board games. However, due to the wide variety of puzzles of differ-
ent nature, it has been a considerable challenge to suggest a general
framework to include all kinds of games rather than board games.
Furthermore, from computation complexity and puzzles’ features,
constructing a unified algorithm is a challenging problem.

Many efforts have been made to investigate the computational
complexity of different puzzles [17]. Others have tried to give a com-
prehensive classification for puzzles [7]. Among all of these classes,
most logic puzzles are proved to be NP-complete [11], at the same
time, completely different sequential puzzles such as Samegame
(Clickomania) are also shown to be NP-complete [5]. Nevertheless,
for solving puzzles, the issue remains crucial, mainly due to the lack
of a single general algorithm to tackle them all. Different puzzles
require different heuristics to be effectively solved.

From the perspective of generalized solving algorithms, Monte-
Carlo Tree Search (MCTS), as thoroughly surveyed by [8], as a pow-
erful randomized algorithm, is known to be very effective against
puzzles in general domains [32],[15]. MCTS has four stages. It em-
ploys Monte-Carlo-based simulations to obtain the best final goal in
an iterative mechanism. At the Selection stage, a constructed tree is
traversed among the possible Children to find the best Child based
on the existing Tree Policy. It then Expands the chosen node for
every possible child, guaranteeing a visitation for all non-terminal
children of the selected node. Furthermore, multiple randomized
Simulation are performed, down into the last leaf of the tree, result-
ing in a Value which is calculated via a pre-defined Value Function.
Finally, as the forth stage, the obtained Value affects all the existing
nodes a Back Propagation procedure.

1.1 Our Contributions
. In this work, we investigate the applicability of MCTS on single-
player logical puzzles. We classify the puzzles based on their charac-
teristics into four classes, where MCTS could be applied efficiently
or not for each specific Class. By defining a description, regardless
of the puzzle’s domain and definition, mathematical constraints

based on the proposed classification could be passed into the unified
MCTS. We introduce the classes with their mathematical definition
in section III. Also we investigate and apply several optimizations
and improvements to MCTS, namely Ordering, Reliable MCTS, Fast
Rollout, and Accurate Randomness which are explained in section III
as well. Ultimately, we evaluate our classification in section IV on
several sample puzzles with numerous experimental test cases. We
show that the MCTS could be more powerful and efficient in most
benchmarks and puzzles than state-of-the-art SAT/CSP solvers.

2 EXISTINGWORKS
Regarding the Logic Puzzles, it is shown that state-of-the-art SAT
solvers are suitable choices for tackling these puzzles. [10]. Simi-
larly, Constraint Satisfaction Programming (CSP) uses an identical
method to approach these puzzles [26]. Moreover, works employ-
ing stochastic CSPs (SCSP) such as [19] are demonstrated to be
effective in multi-player games where randomness and stochastic
information involved. Recently, authors in [28] present a puzzle
solver based on Luddi [29], a newly proposed GDL which uses
Monte-Carlo Tree search (MCTS) as its core for AI move planning.
Incorporating the XCSP3 [6] solver provides a universal integrated
framework for constraint problem representation, numerous Logic
Puzzles are demonstrated to be effectively solved.

On the other hand, MCTS methods studied in [8] are considered
one of the most successful approaches to solving puzzles when no
domain-specific knowledge is required. MCTS has already been
shown to be suitable for multi-player games. [33]. It is believed that
MCTS outperforms any other approaches in multi-player games.
Improvements in Computer Go by the employment of MCTS have
led to a migration from conventional Computer Chess to Computer
Go [21]. Other approaches mostly suffer from the large size of the
problem and become ineffective. MCTS has also been studied for
single-player games/puzzles such as Samegame [32] and Sudoku
[9]. However, MCTS solutions for single-player puzzles are not
considered favourable and effective as they are in sophisticated
multi-player games like Go and Chess. This fact has motivated the
authors to comprehensively investigate the applicability of MCTS
to single-player puzzles, where, despite the probabilistic nature of
MCTS, the problem should be solved deterministically and accu-
rately. It is also worth mentioning that there are numerous pre-
viously proposed heuristic algorithms specifically for each logic
puzzle. Existing works on GGP solving with MCTS mainly focus on
multi-player games where randomness and stochastic procedure
are involved. Although MCTS is utilized for logical puzzles, by the
appearance of high-performance SAT/CSP solvers, logical deter-
ministic puzzles are deemed to be efficiently solved by constraints
solvers.

3 IMPLEMENTING CONSTRAINT-BASED
MCTS FOR PUZZLE SOLVING

This section defines a general classification for MCTS to understand
how we should apply this method to solve a logic puzzle based on
the puzzle’s features.
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3.1 Puzzle Classification
It is already demonstrated in [12], that numerous puzzles could be
described by CSP (Constraint Satisfaction Problem) and SAT for-
mulation. However, to efficiently employ the MCTS approach, the
SAT description should be modified and simplified to its essential
parts. A unified mathematical foundation could be defined for each
puzzle. Here, we classify the puzzles into Three main Classes based
on their features and solutions. It is also worthy to emphasize that
the described classification could be used to quickly implement the
SAT/CSP code.

3.1.1 Class A. The puzzles in Class A are defined by the 3-tuple
G = ⟨X ,D,C⟩. The tuple X = (X1,X2, ...,XN ) represents the
Variables. The Domain of each variable is defined by the tuple
D = (D1,D2, ...,DN ). Thus, the range of the variableXi is restricted
by Di . (∀i : Xi ∈ Di ). The Constraints are defined by set of L con-
straints ofC = {C1,C2, ...,CL}, where each constraint is defined by
Ci = (fi ,di ). Boolean function fi () is a primitive function and di
with the size ofmi , identifies the domain of Variables for fi (). The
function fi () is satisfied over the domain Si , described as follows:

∀i ∈ {1, 2, ...,L} :
di = {α1,α2, ...,αmi }, Si = {Xα1 ,Xα2 , ...,Xαmi

}

⇒ fi (Si ) = True

(1)

Hence, the puzzle is considered to be solved if :

L∧
i=1

fi (Si ) = True (2)

The tuple X represents the unknown values to be found in the
puzzle. (e.g X = (X1,X2, ...,X81) in the case of Sudoku). Alterna-
tively, if possible, characterizing the puzzle map by aM ×M grid,
one could identify the X values in a 2-D representation. (e.g. Xi, j
is located at the ith row and jth column in the puzzle grid). The
Domain could also be explained as the permitted Pieces or Values at
each specific position. (e.g Di = {1, 2, ..., 9} is the domain of each
cell in Sudoku). Most of the logic grid puzzles such as Sudoku and
Kakuro are generally categorized in the Class A. In contrast, other
puzzles which involve time-step movements could not be simply
included in this class. This kind of puzzles will be mathematically
described in the next class.

The puzzles categorized in the Class A are known to be solved
statically with simple Constraints. More importantly, this class of
puzzles is Time Independent. It demonstrated that these puzzles are
usually solved by SAT/CSP solvers (e.g., Z3, XCSP). Nevertheless,
we demonstrate that a suitable MCTS organization to approach this
category of the puzzle would be as efficient and even faster in some
scenarios.

3.1.2 Class B. The Class B of puzzles is directly affected by the
step moves. To define these puzzles, Time dimension should be
carefully considered to express an accurate formulation. For in-
stance the flood it [2] puzzle is categorized in this class. This class
could be defined by 6-tuple G = ⟨X t ,Dt ,T t ,V t ,G,Et ⟩. Similar to
the previous class, the X t represents Variables in the time steps
t = {0, 1, 2, .., tf inal }, where t = 0 and t = tf inal denote the initial

and final states, respectively. Dt demonstrates the Domain of vari-
ables at each time steps. As an important indicator,T t describes the
Transition tuple for each variable. The tuple T t = {T t1 ,T

t
2 , ...,T

t
N }

is responsible for the next states (time-states) of the variables based
on the previous variables. It is defined as follows:

T ti = {hti (X
t ′)|t ′ ≤ t ,h : Dt ′

i → Dt
i } (3)

Note that h could be any simple function such as Summation, All
different, Etc. Moreover, Et = {Et1,E

t
2, ...,E

t
M } illustrates the Event,

and Eti is defined by (pti ,q
t
i ), where p

t
i is the index and qti is the

value of a variable which is altered as an Event in the time state t .
A transition is valid if the following is satisfied:

∀i ∈ {1, 2, 3, ...,n},∀t ∈ {1, 2, 3, ..., tf inal } :

ati = (X t
i ∈ Dt

i ) ∧ (X t
i ∈ T ti )∧

((X t
i = X t−1

i ) ∨ ((i,X t
i ) ∈ Et

∧ �Y , (i,Y ) ∈ Et ))) = True

(4)

In Equation (4), a Transition is valid, either if the variable has
not been altered from the previous state or has been indicated in
the Event set. Furthermore, the last term of the Equation ensures
that the alteration is due to the occurred Event. To ensure that
the Event is validated and does not violate the puzzle’s rules, tuple
V t = {V t

1 ,V
t
2 , ...,V

t
P } with the definition ofV

t
i = (f ti ,d

t
i ) is applied

as constraints at each time step (similar to set C in Class A).
Understandably, tupleG , defined byL constraints ofG = {G1,G2, ...,GL}

indicates the Goal situation. Each goal constraint is described by
Gi = (дi ,ui ). Boolean function дi () and its domain ui with the size
ofmi , represent Goal circumstances for each Variable. The puzzle is
solved if the goal constraints are satisfied with validated Transition
as demonstrated in the following:

∃ tдoal ∈ {0, 1, 2, .., tf inal } : ∀tj ≤ tдoal

∀i ∈ {1, 2, ...,L},∀k ∈ {1, 2, ..., P} :

ui = {α1,α2, ...,α |ui |},d
tj
k = {β

tj
1 , β

tj
2 , ..., β

tj
mk

}

Si = {X
tдoal
α1 ,X

tдoal
α2 , ...,X

tдoal
α |ui |

}

O
tj
k = {X

tj
βj
,X

tj
β2
, ...,X

tj
βmk

}

(

tдoal∧
tj=1

atj ∧

tдoal∧
j=0

(

P∧
k=1

f
tj
k (O

tj
k )) ∧

L∧
i=1

дi (Si )) = True

(5)

As discussed, the puzzles in the B category are much more com-
plex compared to Class A due to the involvement of time step. As
an example, 15-puzzle [34] is categorized in the Class B since the
puzzle is based on time-state sliding movements.

3.1.3 Class AB. This class is not a complete separated class. It
means that the puzzles in this class can be defined and solved by
Class A or Class B, as the problem solver prefers. It is also worth
mentioning that the formulation could express any A puzzle in in
Class B. However, some puzzles with dynamic nature can be classi-
fied in both classes. The definition and constraint may be different
in these two classes for these puzzles. For instance, NumberLink[18]
puzzle could be described differently in both classes. We refer to
these puzzles as AB Class puzzles.
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3.1.4 Class C. Other puzzles which are not classified in Class A,
Class B, and Class AB are left to Class C. These puzzles are often
more complex and involve random input variable at each time-
states. As an example, 2048 game is labelled in this category since
the player faces with random inputs, for instance random 2 or 4.
More importantly, these puzzles are usually solved by heuristic al-
gorithms, and pure probabilistic algorithms are not quite successful
in solving these puzzles [31]. Also, SAT solvers could not approach
these puzzles efficiently since the random parameters increase the
memory/time complexity exponentially. However, incremental SAT
approaches such as [24] could be employed to solve such puzzles.

In this class, puzzles have at least one random feature that funda-
mentally makes them unsolvable on a sheet of paper. In every state
of these puzzles, one or several random factors exist, making the
problem description a stochastic problem that could not be solved
efficiently via MCTS. To have a better understanding, consider 2048
game as an NP-Complete [1] sliding block puzzle. In this puzzle
numbered cells with values of 2 or 4 are randomly added each step.
The objective is to slide the cells on the grid horizontally or verti-
cally to add them up, creating a cell to achieve the value of 2048 (or
more). The puzzle continues until there are no more possible moves.
It is clear that a randomized algorithms such as MCTS are deemed
inefficient when applied to such puzzle [31]. So, we only describe
this class to inform other to not consider MCTS as a promising
approach to solve these kinds of puzzles.

3.1.5 Summary. We categorize several famous puzzles based on
our classification. As indicated in Table 1, each puzzle that is in-
volved in both Class A and Class B, is also classified as Class AB.
Table 1 demonstrates a classification of some common logical puz-
zles based on the proposed Classes.

Table 1: Classification of common logical puzzles based on
our proposed Classes.

Puzzle Class A Class B Class AB Class C
Sudoku X
Kakuro X
Tetris X

Clickomania X
Flood-it X

NumberLink X X X
Slitherlink X X X
Nonogram X X X
n-Puzzle X
Sokoban X
2048 X

Light-up X

3.2 Generic MCTS for solving puzzles
Here, we construct a modified MCTS to solve the puzzle based on
the classification parameters discussed in the previous section. All
the stages of the MCTS, namely Selection, Expansion, Simulation,
and Back-Propagationwith the proposedmethodology are explained
and discussed. We refer readers to [8] for a complete explanation of
MCTS. Based on the classification of puzzles, each puzzle is reduced
to several constraint functions and domains.

By describing the puzzle in Class A, with the tuple of ⟨X ,D,C⟩,
the goal is to find the correct Xi s over domain Di s, to satisfy the
constraints Ci s. For this structure, each state of the MCTS is con-
structed based on one permitted value for Xi according to the Di .
Hence, in the stage of the Expansion, |Di | number of Child nodes
are constructed for a Leaf node for considered variable Xi . (Branch
Factor = |Di |) This procedure is demonstrated for a simple 4 × 4
Sudoku in Fig 1.

3 1

34
1

X1

3 1

34
1

43 1

34
1

33 1

34
1

23 1

34
1

1

Figure 1: Expansion in the proposed MCTS for a simple 4× 4
Sudoku

Note that the configuration of the children could be arranged
differently. However, here we propose the simple ordered config-
uration where all children nodes are a variation of the same Xi .
The impact of the different configurations will be discussed as an
optimization later on. As for the Selection, the most valued node
is chosen similar to the conventional MCTS. Consequently, nodes
with most constraints satisfied in C is preferred over other nodes
and are selected in the successive MCTS iterations. The Simulation
phase is executed similarly to the regular MCTS procedure, playing
random roll-out moves by assigning random values for the remain-
ing Xi s until the puzzle is finished. Subsequently, the value of the
final node is calculated according to the Equation 6 as follow:

Valuesim =

∑L
i=1(fi (Si ))

L
(6)

Afterwards, in the Backpropagation, the value of the terminal
node, which is computed in the third step, is used to update all
previous nodes’ value. In other words, the value is propagated
toward the top of the tree. In this process, the average value of
all children’s values is computed and then is propagated to their
father. Finally, all of the values, including the value of the root, are
updated based on the following:

Value =
(K − 1) ×Value +Valuesim

K
(7)

It is worth noting that the K is the number of times that the tree
has visited the node. The stages are executed i times iteratively,
similar to the main MCTS algorithm, until the desired X is found
as the final solution for the puzzle. With the given mathematical
description of Class B puzzles, the employment of MCTS is much
more sophisticated and complex compared to Class A. Due to these
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class’s time-state nature, the Branch Factor of the MCTS is directly
affected by the T ti , in which the Transitions are chosen. tf inal is
passed to the simulation process as the depth of the tree. Moreover,
the Events are defined in the state relations in the nodes. By incor-
porating the same methodology explained for Class A, the set of
Goals are validated in the value function when the simulation step
is carried out attf inal . Note that the boolean characteristics of the
Goal constraints are converted to a dynamic fractional value when
the simulation is executed many times.

3.3 Optimizations and Modifications to MCTS
In this section, we have proposed the optimizations and modifica-
tions which is employed in the solving procedure.

3.3.1 Order of Solving. In solving process, we have considered an
arrangement for choosing the next node for the expansion step
[8]. The process which renders the order of children nodes for
expansion could be performed before execution of the algorithm
as pre-processing, or it could be calculated in the middle of the
MCTS procedure. If the simultaneous expansion is employed, the
branching factor of the tree would be reduced, decreasing the size
of the non-simulated section of MCTS [18]. Furthermore, this re-
duction improves the accuracy of the algorithm. In summary, this
optimization reduces the branching factor by choosing a generic
approach that lets the algorithm decide to start from where to solve
the entire puzzle.

3.3.2 Reliable MCTS. The purpose of this modification is to find
the complete solution to the puzzle. In other words, by adding
this modification, MCTS would not be halted until it could solve
the puzzle. Thus, MCTS would be reliable with 100% accuracy,
but most probably, the algorithm will take more time to solve the
entire puzzle or even we will not know when it would be stopped.
This modification only provides us with the highest accuracy. In
Reliable MCTS, if any non-terminal node returns a low value, the
algorithm will not expand the node. Instead, it prunes the tree,
which means it goes back through the tree and continues from
there. This modification is similar to employment of minimax in
MCTS [4].

3.3.3 Fast Rollout Function. Rollout Function is a stage in the sim-
ulation step of the MCTS algorithm. This function creates the pre-
vious state of the puzzle in simulation, which causes a O(N 2) com-
plexity for each node and then performs the new changes. In fast
rollout function, a general state is created in the first node of the
simulation, and all the following next simulations only apply their
changes by O(1) complexity to the original shared state [13].

3.3.4 Accurate Randomness. This optimization is applied to the
simulation step of MCTS. Since the simulation step is entirely ran-
dom based on the definition of MCTS, the algorithm should be
repeated for reasonable times to obtain an accurate answer. In this
optimization, instead of performing a complete random simulation,
we consider some heuristics and validate them after each random
move to direct the simulation without adding a considerable compu-
tation. This trivial verification impacts the accuracy of the random
simulation process significantly. It is usually not possible to find the
desired leaf in the tree after 1000 searches. However, considering a

minor heuristic and validation (such as choosing the nodes orderly),
it might be possible to achieve the correct answer.

4 RESULTS AND EVALUATION
We evaluate the proposed MCTS method on three different versions
along with an implementation of SAT solver for each test-case. Our
code used for this benchmark is compiled by Java 12 platform and is
executed on Ubuntu 16.04 with 8 Intel XEON E5620 CPUs clocked
at 2.4 GHz. We execute the programs on a single core with 12GB
available RAM. All the results are an average of 50 times executions.

4.1 Target Examples (Puzzles)
Here, we apply our MCTS algorithm to a set of commonly known
puzzles. The proposed generic MCTS for described classes is applied
to at least one puzzle for each class. The chosen puzzles in our
evaluation, span three classifications to experiment results for five
puzzles in different categories, and are all equally NP-Complete
[17]:

• Class A: Sudoku, Calcudoku, Light-up.
• Class B: Clickomania.
• Class AB: Slitherlink.

4.2 Results for Class A
In this class, in the MCTS methods, the starting state of the puzzle
is placed in the root, and the algorithm chooses the next possible
state by filling an empty variable in the puzzle. This is done by
expanding the root and selecting a node that represents an empty
cell. In this class of puzzles, the solution could be provided by the
solver regardless of time, meaning that a step by step procedure
to solve the entire puzzle is not required. By the way of example,
we investigate Sudoku puzzle, Calcudoku and Light-up, in this class.
Here, we apply the proposed MCTS with the discussed modifica-
tions and optimizations and compared the accuracy and run-time
results to the puzzles’ SAT(Z3) solution.

4.2.1 Sudoku. Sudoku is an NP-Complete [17] grid-based number-
placement puzzle. One way to solve this puzzle is to solve the
mini-grids of size 3×3 squares to significantly decrease the number
of total possible permutations and then apply a guessed-free back-
tracking algorithm[23]. The definition of Sudoku puzzle constraints
based on the described Class A formulation is thoroughly explained
in the Appendix of the paper. Each puzzle’s constraints follow the
similar procedure and can be straightforwardly defined based on
the explained classes’ mathematical definition. Figure 2 represents
run-time and memory consumption of different implementations.
As shown, a run-time/accuracy trade-off could be confirmed. The
Standard MCTS which is the basic implementation of the MCTS
method based on the proposed formulation of Class A, performs
well in run-time compared to corresponding SAT solver solutions.
Optimized MCTS is the approach where the proposed optimizations
are equipped. In this approach, run-time is considerably improved
compared to others. The Reliable MCTS on the other hand, guar-
antees a correct final solution for the puzzle by a locked iterative
execution of MCTS with a final 100% accuracy constraint. Also,
in terms of accuracy, SAT and MCTS-Reialble methods solve the
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puzzles completely by nature, where the other two might not give
a complete final solution.

Figure 2: Sudoku Evaluation. (Time andAccuracy of four dif-
ferent approaches are compared)

4.2.2 Calcudoku. Calcudoku or Ken Ken is a grid-based puzzle that
divides the grid into different sections with random shapes. This
puzzle is a more complex variation of Kakuro which is known to be
NP-Complete [17]. Figure 3 illustrates the evaluation of solutions for
3 different configuration of the Calcudoku puzzle. As indicated, our
SAT solver implementation fails to give a solution for the Difficult-
8 × 8 test-bench surpassing the time-limitation of 300 seconds. Due
to the time-consuming iterative approach in the Reliable MCTS,
the overall run-time is higher than Optimized MCTS and Standard
MCTS in the D-8 benchmark. However, MCTS variations are broadly
accurate without a significant difference in performance.

Figure 3: Calcudoku Run-time and Accuracy Evaluation.

4.2.3 Light-up. Light-up or Akari is an NP-Complete [17] grid-
based puzzle in which its cells are colored black and white. The
goal is to illuminate the map completely while the constraints are
satisfied and no light bulb overlapped with each other in emitting
light. The most recent work utilizes a Hopfield neural network to
solve the Light-up puzzle [14]. In Figure 4, our implemented so-
lutions are shown. Similar to other puzzles, comparison among
different MCTS methods for run-time and accuracy are justifiable.

Figure 4: Light-up Run-time and Accuracy Evaluation.

As could be inferred, the SAT solution performs relatively well in
normal and small-sized hard puzzles since the logical SAT formula-
tion of this puzzle requires a relatively small number of variables.
However, when the puzzle’s size is increased to 25, the solution is
over-timed since the satisfiability mechanism increases exponen-
tially in memory and computation.

4.3 Results for Class B
In Class B, the MCTS algorithm begins from the initial state of the
puzzle where no plays have been made. MCTS assigns the next
move for the player whenever it can move forward through the
tree. The most important aspect of this class’s process is that the
solution is executed in a step-by-step process analogous to a term
as time. It means that the movements perform in turn or round,
and each step depends entirely on the previous one. Thus, in these
puzzles, solvers have to demonstrate a gradual solution. We have
studied the Clickomania as a suitable nominee for Class B puzzles.
Clickomania is an NP-Complete [17] puzzle in a grid map with the
cells filled with various colours. At each step of the game, the goal
is to find and match monochromatic, adjacent cells, which lead to
removing the selected cells and falling tiles. The MCTS approach
is used recursively to find the best rollout policy for higher-level
search in solving this puzzle [3].

Here, we apply Class B’s description on the proposed generic
MCTS and investigate different optimization, as shown in Figure 5.
As discussed earlier, for the Class B puzzles, SAT solutions fail as an
efficient approach mainly due to the wide search space caused by
the time parameter. Hence, only the MCTS evaluation are shown.
Again, it is evident that the Optimized MCTS performs very well
in run-time compared to the other two approaches as depicted in
Figure 5.

4.4 Results of Class AB
Puzzles in this class could be solved with the approach of Class
A or Class B. In other words, the solvers of these puzzles could
perform in both single tree search and step-by-step process. As
demonstrated, pathfinding puzzles are categorized in this context.
For example, in the Numberlink, the player could start solving with
each pair of numbers. Also, connecting each pair is not a one-step
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Figure 5: Clickomania Run-time and Accuracy Evaluation.

movement for the algorithm. We examine the puzzle Slitherlink in
this category.

Slitherlink is an NP-Complete [17] logic puzzle with the final
purpose of connecting the adjacent dots, aiming to create a loop
without a loosed corner. By employing SAT-solving and Constraint
Logic Programming, a new rule-based approach was represented to
solve Slitherlink in [16]. The comparison of the proposed method
and SAT-based solutions in terms of accuracy and run-time are
illustrated in Figure 6. As mentioned in the definition of this class,
the MCTS approach can be defined and formulated based on Class
A or Class B by choice. In this example, we solve the puzzle based
on Class B since the number of total variables of the such problem
will be much higher in Class A representation.

Figure 6: Slitherlink Run-time and Accuracy Evaluation.

By increasing the puzzle size to 25 × 30, the run-time for an
accurate solution increases as shown for SAT and Reliable MCTS
methods. However, for smaller puzzles, Optimized MCTS outper-
forms other approaches in terms of run-time with an acceptable
accuracy rate. Furthermore, Table 2 gives detailed evaluation results
of the methods based on proposed Classification. Note that the SAT
solution fails to solve some instances where the run-time surpasses
the maximum limitation of 300 Seconds. Also, the accuracy of the
proposed Reliable MCTS can be a little lower than 100% when the
user forces the algorithm to be finished in a specific time (to prevent
over-timing).

5 DISCUSSION AND CONCLUSION
Efficient and generalized AI-based solutions for multi-player puz-
zles and games have been extensively studied in recent years. In this
context, randomized methods such as MCTS have drawn significant
attention to the researchers among all methods and algorithms. In
this work, we have studied the applicability of the MCTS approach
to solve logical single-player puzzles. To introduce a unified MCTS
method for solving puzzles, we mathematically categorized puzzles
into four classes based on their characteristics. Using a detailed
description of each of these classes, we pinpoint that MCTS could
be applied effectively. Our evaluation shows that MCTS performs
well both in accuracy and run-time in most logical puzzles com-
pared to the conventional state of the art SAT solvers. Furthermore,
multiple optimizations for the proposed generic MCTS are studied
to improve the solver’s performance. To solve a puzzle with the
proposed classification, first, the puzzle should be classified based
on our proposed classes. Then, it should be formulated based on
the class’s definition, constraints, and finally should be passed to
MCTS core to be solved.

Multiple essential notes should be mentioned according to the
employment of the proposed generic MCTS method. Firstly, we
have developed an infrastructural mathematical categorization that
could be used to describe puzzles and suitably to be approached
by MCTS. One could extend this mathematical description to be
utilized as an API to fetch the puzzle parameters directly and au-
tomate the solution process based on the MCTS method similar
to the work done with Ludii as explained in [28]. Secondly, the
puzzles categorized in class C could also be approached by dynamic
MCTS with the similar approaches introduced in [31]. The mathe-
matical formulation of these class could also be studied as further
investigation.
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A APPENDICES
A.1 Mathematical Representation of Sudoku

Puzzle for Class A
In this section, we explain how we employ the proposed classifica-
tion and apply the puzzle’s constraints as an example to indicate
how this classification helps us to see the puzzle fromMCTS’s point
of view. Take a conventional 9 × 9 Sudoku puzzle as the example.
Here we described a two-dimensional variable for each cell in the
puzzle plane as in tupleX . The domain for each of these 81 variables
are also defined in the tuple D. So, we have:

X = (X1,1,X1,2, ...,X9,9) (1)

D = (D1,1,D1,2, ...,D9,9) (2)
According to the definition in a 9× 9 Sudoku puzzle, the domain

of the variables could be defined as:

∀(i, j) ∈ N+9,9 : Di, j = {1, 2, .., 9} (3)

The Condition tuple is consist of a tuple of 27 conditions over rows,
columns and mini-squares (9 + 9 + 9) described as:

C = {(f1,d1), (f2,d2), ..., (f27,d27)} (4)

The desired f function for each of these conditions is to satisfy
the uniqueness feature among the desired domain:

∀i ∈ N+27 : fi = alldi f f erent (5)

And finally, the desired domain for the condition functions are
divided into three separated group where rows, columns and mini-
squares are considered.

∀i ∈ N+9 :

di =
⋃
j ∈N +9

{Xi, j },

di+9 =
⋃
j ∈N +9

{X j, i },

di+18 =
⋃
j ∈N +9

X3×⌊
(i−1)
3 ⌋+ ⌊

(j−1)
3 ⌋+1, 3×((i−1)%3)+(j−1)%3+1

(6)

Note that the first condition domain is defined for the rows vari-
able. The second group is described as the transposed variable
domain for the column variables. Moreover, the last group defines
the mathematical representation for the variables that fall into the
mini-square domain.

By taking into account the described tuples and variables, the
desired assignment of the X tuple could lead to the correct solution
for any given Sudoku puzzle.
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